
3524 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 46, NO. 11, NOVEMBER 2008

Accuracy and Resolution of ALOS Interferometry:
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Abstract—We assess the spatial resolution and phase noise of
interferograms made from L-band Advanced Land Observing
Satellite (ALOS) synthetic-aperture-radar (SAR) data and com-
pare these results with corresponding C-band measurements from
European Space Agency Remote Sensing Satellite (ERS). Based
on cross-spectral analysis of phase gradients, we find that the
spatial resolution of ALOS interferograms is 1.3× better than
ERS interferograms. The phase noise of ALOS (i.e., line-of-sight
precision in the 100–5000-m wavelength band) is 1.6× worse than
ERS (3.3 mm versus 2.1 mm). In both cases, the largest source
of error is tropospheric phase delay. Vector deformation maps
associated with the June 17, 2007 (Father’s day) intrusion along
the east rift zone of the Kilauea Volcano were recovered using just
four ALOS SAR images from two look directions. Comparisons
with deformation vectors from 19 continuous GPS sites show rms
line-of-site precision of 14 mm and rms azimuth precision (flight
direction) of 71 mm. This azimuth precision is at least 4× better
than the corresponding measurements made at C-band. Phase
coherence is high even in heavily vegetated areas in agreement
with previous results. This improved coherence combined with
similar or better accuracy and resolution suggests that L-band
ALOS will outperform C-band ERS in the recovery of slow crustal
deformation.

Index Terms—Crustal deformation, phase noise, radar interfer-
ometry, synthetic aperture radar (SAR).

I. INTRODUCTION

PALSAR is the first L-band synthetic aperture radar (SAR)
having the duration and orbital accuracy needed to monitor

slow crustal deformation globally [1], [2]. The main advantages
of the L-band (236-mm wavelength) PALSAR over C-band
(56-mm wavelength) are as follows: deeper penetration of
vegetated areas results in less temporal decorrelation, enabling
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TABLE I
COMPARISON OF CRITICAL BASELINE

interferograms to have longer time separation [3]; and the
longer wavelength increases the critical baseline, resulting in
more usable interferometric pairs. The potential disadvantages
are as follows: the lower fringe rate may result in less precise
crustal-motion measurements; and the ionospheric refraction
should be 16.5× worse at L-band versus C-band. The path
delays caused by water vapor in the troposphere are indepen-
dent of wavelength, so this distortion will affect both systems
equally [4].

In addition to these fundamental wavelength-dependent is-
sues, PALSAR is operated in a number of different modes
that could both enhance and detract from its interferometric
capabilities [1]. In particular, the fine-beam single polarization
(FBS—HH, 28-MHz bandwidth) has 2× better range resolution
than most previous InSAR instruments, which further increases
the critical baseline and could improve the spatial resolu-
tion of the interferograms. The fine-beam dual polarization
(FBD—HH and HV, 14 MHz) has 2× worse range resolution
than the FBS mode. Table I shows the critical baseline, beyond
which phase coherence drops to zero. The orbits of ERS and
ENVISAT are controlled within about a 1-km-diameter tube,
so not all pairs of SAR images can be used for interferometry,
because they commonly have baselines greater than half the
critical value [5]. Initially Advanced Land Observing Satellite
(ALOS) was controlled within about a 3-km tube, but since
early 2007, the tube diameter has reduced to 1 km. Another
important issue related to interferometry is adequate control of
the squint angle of the spacecraft to achieve a large overlap in
the Doppler spectrum. For the nine repeat passes discussed as
follows, the maximum variation in the Doppler away from the
mean value is only 3% of the pulse repetition frequency (PRF).
Because of this accurate control of the spacecraft attitude
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combined with baselines that are always less half the critical,
every SAR pair can be used for interferometry.

In this paper, we use ALOS PALSAR data from the first
1.5 years of the mission to evaluate the following three quality
parameters of the interferograms: the spatial resolution of the
phase, the short wavelength “instrument” phase noise, and the
overall geodetic accuracy of the system, including the effects
of orbital and other errors. This analysis of the resolution
and noise of the phase derived from an interferogram is very
different from the more traditional analyses of the resolution
and noise of the backscatter derived from a single SAR image
[6]. In the backscatter-resolution analysis, one is interested in
the ability to resolve two closely spaced reflectors. For this
phase-resolution analysis, we are interested in the ability to
resolve two closely spaced topographic or deformation features.

The spatial resolution of the phase is estimated by cross-
spectral analysis of independent interferograms having base-
lines of several hundred meters; this requires at least four
repeated SAR images. Our approach follows the standard co-
herence method [7], [8] available in MATLAB as the function
mscohere(). The phase due to the topography of the Earth
serves as a signal, which is common to both interferograms.
The properly scaled difference of the two interferograms is
a measure of the noise. The analysis of signal-to-noise ratio
(SNR) versus spatial wavelength provides an estimate of resolu-
tion in both range and azimuth directions. An identical analysis
was performed using ERS interferometry [9], enabling a direct
comparison of the resolution capabilities of ERS and ALOS.
The wavelength where the coherence falls to 0.2 is defined as
the resolution [8], and this also determines the initial low-pass
(multilook) filter to be applied to all interferograms. After the
low-pass filter is designed, the remaining phase noise is esti-
mated from the difference interferograms. To isolate the radar
“instrument” noise from the atmospheric and orbital phase
variations, we high-pass filter the differentiated interferograms
for wavelengths shorter than 5 km and scale the phase by the
appropriate wavelength to form line-of-sight (LOS) difference
maps. Finally, we assess the overall accuracy of the ALOS
InSAR system by constructing a vector deformation map asso-
ciated with the June 17, 2007 (Father’s day) dike-injection event
at the Kilauea Volcano, Hawaii. Within the interferograms,
19 continuous GPS stations provide ground-truth deformation
measurements. For all these analyses, interferograms were
constructed from images in the high-bandwidth (FBS), low-
bandwidth (FBD), and mixed modes.

II. DATA ANALYSIS

A. Unique Capabilities of PALSAR

The unique capabilities of ALOS PALSAR require some
refinement of the commonly used InSAR processing methods.
1) Proper focus of the imagery, particularly at the higher FBS
bandwidth, requires an accurate description of the range migra-
tion of a target while it is in the synthetic aperture. In our sim-
ple range Doppler processor, this corresponds to an improved
estimate of the Doppler rate parameter (details are provided in
Appendix A). 2) As shown in Table I, ALOS interferometry can

tolerate long perpendicular baselines; however, this produces an
elevation-dependent range shift that must be corrected to retain
interferometric coherence (details are provided in Appendix B).
3) The acquisition plan for PALSAR has an alternation between
the low- (FBD) and high-bandwidth (FBS) acquisition modes.
In order to make FBD2FBS interferograms, we have developed
a simple 2X interpolation algorithm to convert the raw wave-
form data between FBD (HH, 14 MHz) and FBS (HH, 28-MHz
bandwidth) modes. The FBD-to-FBS conversion approach is
to Fourier transform each complex radar echo and double the
length of the array in the frequency domain. The values of the
added high frequencies are set to the complex number zero.
The zero-padded data are inverse Fourier transformed, resulting
in a new radar echo that matches the length and sampling rate
of the FBS data. This algorithm provides a smooth interpolation
yet retains the complex values of the original FBD data at
every other data point. One could also resample the single-
look complex image that is the output of the SAR processor
to achieve the same result.

The motivation for this resolution and accuracy analysis is
to understand the strengths and limitations of ALOS interfer-
ometry and also to optimize InSAR processing methods. In
particular, the estimates of spatial resolution and noise are used
to design a prestack low-pass filter that is applied to the real and
imaginary parts of the interferogram prior to computing phase
and coherence. We have not yet assessed the longer wavelength
(> 5 km) error characteristics in the ALOS interferograms.
Since we expect that the atmospheric noise at L-band will be the
same as C-band, this issue will not be addressed in this paper.
As discussed earlier, we expect a significant new (not usually
evident at C-band) error contribution from the ionosphere [10],
[11]. In addition, there will be long-wavelength contribution
from orbit error. Separation of the ionospheric and orbital
error will require the analysis of many more interferograms in
concert with phase-error estimates derived from total electron
concentration of the ionosphere [12]. All of these results will
be helpful in optimizing future interferometric satellites such as
DESDynI for the recovery of crustal-deformation signals.

B. Resolution and Noise, California

To assess the resolution and noise characteristics of ALOS
interferometry, we have selected an area in southern California
that has been the site of several other InSAR resolution and
noise studies (Fig. 1). This area also contains permanent radar
corner reflectors at Pinyon Flat observatory (star in Fig. 1) that
are used for radiometric and geometric calibration of PALSAR.
Unlike most areas of the Earth where there are not yet more
than two to three repeat images, JAXA has imaged the Pinyon
area on all over flights (∼41× in 1.5 years). PALSAR data have
been collected 9× along an ascending track (T213), which con-
tains sections of the San Jacinto, San Andreas, and Pinto Moun-
tain faults (blue box in Fig. 1). This area has more than 3000 m
of relief and includes forested and desert areas; images were ac-
quired during both dry and snow-covered conditions. The area
slightly to the east (green box in Fig. 1) has been imaged 74×
at C-band by ERS-1/2. These L- and C-band data are optimal
for exploring the strengths and limitations of L- and C-band
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Fig. 1. Example interferogram along ALOS track 213, frames 0650–0670,
and look angle 34.3◦. The location of the Pinyon Flat radar corner reflector
is shown as a red star. The blue box marks the boundaries of T213 F0660.
A nearby ERS scene (T356 F2907) is marked by the green box. Red lines
mark currently active faults, and the yellow lines are active faults that have not
ruptured in historical times. The inset box shows the high fringe rate associated
with the 3000 m of relief in the area. One fringe corresponds to 86 m of
elevation change.

interferometry. It should be noted that this analysis is limited
to this one area where enough repeat passes are available.
Resolution and accuracy results may be different for other areas
(e.g., urban or vegetated) where surface reflective properties are
different. In addition, we do not sample the complete range of
look angle, temporal baseline, or perpendicular baseline.

A plot of perpendicular baseline versus time for these nine
acquisitions is shown in Fig. 2. All images were aligned to
the master 5575 FBS so that any interferometric combination
could be constructed. The mean Doppler centroid (values given
in Fig. 2) of the images is 103 Hz, which is a small fraction of
the PRF of 2155 Hz. The maximum difference from the mean is
only 66 Hz, so there is nearly complete overlap of the Doppler
spectra. The resolution analysis requires moderate baselines,
so there will be a common topographic signal. These pairs are
connected by blue lines. The 3562_FBS to 4233_FBS pair la-
beled (0) serves as the reference topographic phase to be added
and subtracted from the other pairs for the resolution analysis.
Note that the other pairs form all possible mode combinations:
1) 4904_FBS to 5575_FBS, 2) 5575_FBS to 7588_FBD, and
3) 7588_FBD to 8259_FBD. The noise analysis was performed
using the two pairs having shorter perpendicular baselines
4233_FBS to 6246_FBS and 6246_FBS to 8259_FBD. In
addition to these interferograms used in the resolution and noise
analyses, we formed many other interferograms and found gen-

Fig. 2. Perpendicular baseline versus time. All images were aligned with the
master scene from orbit 5575. The first seven acquisitions are in the high-
bandwidth (FBS) mode, while the last two are the low-bandwidth mode (FBD).
Pairs connected by blue lines have significant topographic phase and were used
for estimating spatial resolution. Pairs connected by green lines were used to
assess short wavelength noise. Pairs connected by red lines are suitable for
change detection. The PRF of all the images is between 2155 and 2160 Hz. The
Doppler centroid for each of the nine images is 169, 96, 99, 93, 85, 95, 105,
96, and 102 Hz. All images were processed with a common Doppler centroid
of 100 Hz.

erally excellent coherence in all cases. As discussed as follows,
the quality of the long-baseline interferograms is limited by the
errors in the topographic phase.

The resolution analysis was performed in exactly the same
way as a previous study using ERS repeat data, so the results
could be directly compared [9]. The standard approach to ad-
ding or subtracting wrapped phase requires phase unwrapping,
scaling the phase by the ratio of the perpendicular baseline, and
finally, forming the average [13]. Unique phase unwrapping is
not always possible, because areas of the interferogram may
not be coherent due to high relief or wavelength-scale surface
changes between the two observation times [14]. In this paper,
we avoid phase unwrapping by computing the phase gradient.
Using the chain rule, the gradient of the phase φ = tan−1(I/R)
is [15]

∇φ (x) =
R∇I − I∇R

R2 + I2
(1)

where R(x) and I(x) are the real and imaginary components of
the interferogram. Unlike the wrapped phase, which contains
many 2π jumps, the real and imaginary components of the
interferogram are usually continuous functions, and thus, the
gradient can be computed with a convolution operation and a
well-designed derivative operator; a first difference derivative
operator is inadequate because of the large sidelobes in its
spectrum [9].

Our objective is to determine the resolution of both the ERS
and ALOS interferograms and use this to design a low-pass
filter that will suppress noise but retain the signal at high spatial
wavenumber that may become available after stacking many
interferograms. The repeat-track analysis method [7], [8], [16]
was used to evaluate the signal and noise characteristics of the
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Fig. 3. Range component of phase gradient for two independent ALOS inter-
ferograms. These were scaled to 100-m baseline. White and black correspond
to ±0.3 rad per pixel.

phase-gradient data as a function of spatial wavenumber. For
the analysis, we selected two interferograms generated from
four independent SAR images. An example of the x-component
of the phase gradient for two independent ALOS interferograms
is shown in Fig. 3. Consider the range coherence first; the x-
components of the phase gradient along corresponding rows
(length 2048) of the two interferograms are loaded into vectors
s1 and s2, where s2 is scaled by the ratio of the perpendicular
baselines. If there is no noise, the data vectors should be equal
to their common signal S, but because of many factors, each
vector has a noise component n1 and n2. The model is [8]

s1 = S + n1 s2 = S + n2. (2)

An estimate of the signal is the average of the two x-phase
segments S = (s1 − s2)/2, while an estimate of the noise is the
difference between two x-phase segments d = (n1 − n2)/

√
2.

Each segment of x-phase data plus their sums and differences
were Hanning windowed and Fourier transformed [7], [16].
Spectral estimates from 500 independent rows/columns, from
regions of visual good correlation, were ensemble averaged
to form smooth power spectra, cross spectra, and coherence
segments; only every tenth row was analyzed to ensure that the
profiles are statistically independent. The range (x-phase) and
azimuth (y-phase) gradient data were treated separately. The
results for ERS [9] are shown in Fig. 4, where the signal power,
noise power, and coherence are plotted versus spatial wavenum-
ber. Note that, to obtain the power in the phase rather than the
phase gradient, one should divide each curve by the wavenum-
ber squared. The derivative operation has no effect on the esti-

Fig. 4. Cross spectral analysis between phase gradients from ERS-1/2 tandem
interferograms reveals the signal and noise as a function of wavenumber
(upper) as well as the coherence versus wavenumber (lower). These ERS
tandem interferograms have one-day time separation and similar perpendicular
baselines of 98 and 125 m. For uncorrelated noise, a coherence of 0.2 marks an
SNR of one and provides a good estimate of the wavelength resolution of the
data. ERS ground-range resolution is 230 m, while azimuth resolution is 180 m.
Stacking may provide better resolution, so we design filters to cut wavelength
shorter than 100 m from the full-resolution interferogram.

mates of coherence, and it provides a natural means of
“prewhitening” prior to Fourier analysis.

The signal power (Fig. 4, upper plots) decreases rapidly with
increasing wavenumber in both range and azimuth, reflecting
the power spectra of the common topographic signal. The
noise spectra increase with increasing wavenumber between 0
and 0.01 m−1 (100-m wavelength) reflecting the “whitening”
provided by the derivative operation. At wavenumbers greater
than 0.01 m−1, the noise spectra begin to flatten, reflecting the
66-m Gaussian prefilter [9]. The coherence (Fig. 4, lower plots)
reflects the SNR and provides an estimate of the resolution of
the data in both range and azimuth. In slant range, the coherence
falls below 0.2 at a wavelength of 90 m (∼230 m in ground
range), while in azimuth, the coherence falls below 0.2 at a
wavelength of 180 m.

The corresponding analysis for ALOS data is shown in
Fig. 5, and the combined results are summarized in Table II. In
general, ALOS has better spatial resolution than ERS, but there
is an important factor that affects the ALOS results. The repeat
interferograms have widely differing perpendicular baseline
(1194, 472, and 238 m). Since none of these baselines approach
the critical baseline for 34.3◦ look angle (Table I), the amplitude
in the signal will increase linearly with increasing baseline,
while the noise may remain relatively constant. Therefore, the
better resolution of the FBS2FBS interferogram with respect to
the other two mode combinations may simply be a consequence
of the longer baseline. As we will see next, the noise floor of
ALOS in millimeters is slightly higher than the noise floor in
ERS, so the improvement in resolution of ALOS with respect
to ERS is due to the longer baseline (higher signal) available for
ALOS. Nevertheless, the overall results show that the resolution
capabilities of ALOS are somewhat better than ERS. Given
these resolution estimates, we have adopted a standard low-pass
filter for both ALOS and ERS interferometry that is a Gaussian
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Fig. 5. Cross spectral analysis between phase gradients from ALOS interferograms reveals the coherence versus wavenumber for range and azimuth directions
and also for each of the three possible mode combinations. For uncorrelated noise, a coherence of 0.2 marks an SNR of one and provides a good estimate of the
wavelength resolution of the data. ALOS ground-range resolution is generally better than ERS resolution. Stacking may further improve resolution, because the
noise level will be reduced, so we design filters to cut wavelength shorter than 100 m from the full-resolution interferogram.

function that has a 0.5 gain at a wavelength of 100 m in both
range and azimuth. As the temporal baseline increases, the
noise level may increase, which may necessitate longer filters
to isolate the part of the interferogram having SNR > 1. Note
that the initial filter with a 100-m cutoff wavelength limits the
ultimate pixel resolution of our interferograms to about 25 m,
and we really only trust features having length scale greater
than 50 m.

As discussed in the introduction, a potential disadvantage
of L-band with respect to C-band interferometry is that the
phase signal per unit of deformation is 4× lower. If L- and

C-band have the same phase noise, then L-band interferometry
will be 4× worse at recovering small deformations such as
those associated with fault creep or triggered slip. To estimate
the actual loss of range precision at L-band, we formed three
ALOS interferograms and compared them with five ERS in-
terferograms of almost the same area containing the Salton
Sea, Coachella Valley, dry desert areas, and the high mountains
(Fig. 6). Both sets of interferograms were converted to LOS
deformation using the appropriate radar wavelength. The inter-
ferograms were low-pass filtered at 100-m spatial wavelength
as discussed earlier. In both cases, the main contribution to
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TABLE II
RESOLUTION ALOS VERSUS ERS

the phase error was atmospheric phase delay, which can be
typically 10-mm rms. In addition, there is a somewhat smaller
but important contribution to the phase error due to errors in the
topographic phase. From the geometry of a repeat-pass SAR
above a spherical surface, one can derive an equation relating
the error in the LOS l to the error in the topography h

∂l

∂h
=

ReB⊥
ρb sin θ

(3)

where Re is the local Earth radius, B⊥ is the perpendicular
baseline, ρ is the range, b is the spacecraft orbital radius, and θ
is the look angle. Note that the scaling between topography and
LOS is independent of radar wavelength. In the case of ERS
with a 100-m perpendicular baseline and 23◦ look angle, the
scale factor is 2.8 × 10−4. Therefore, a 10-m error in topogra-
phy will map into a 2.8-mm error in LOS. In the case of ALOS
with a 100-m baseline and 34◦ look angle, the scale factor is
nearly the same 1.9 × 10−4. Our ALOS interferograms, typi-
cally, have 150-m baseline, so the 10 m of topography error will
map into the same 2.8-mm error in LOS. The conclusion is that,
while ALOS has a much larger critical baseline than ERS, the
need for highly accurate topography or shorter baselines is the
same in both cases.

To minimize the phase errors due to atmosphere and topog-
raphy, we high-pass filtered both sets of interferograms using a
Gaussian filter with a 0.5 gain at a 5000-m wavelength. These
residual interferograms are shown in Fig. 6. In areas of high
topography, the topographic phase error still dominates even at
these small scales. Topographic phase error is less of a problem
for ERS, because we used very high accuracy topographic
phase, which has constructed the radar coordinates by stacking
the residual phase from 25 interferograms [17]. For ALOS,
the topographic phase was constructed from SRTM topography
data at 30-m postings [18], which is known to have errors of
7 m, averaged over North America and perhaps much larger ar-
eas in rugged terrain. We also tried using the National Elevation
Data, which is available at 10-m postings in the U.S., but the
results (rms residual) were worse than using the SRTM data. It
may be possible that the “errors” in the elevation models are due
to real differences in the elevation of the topographic surfaces
recovered at C- (SRTM) and L-band. Unfortunately, there are
not enough ALOS interferograms to stack to construct an ac-
curate topographic phase. We do not completely understand this
issue.

Fig. 6. LOS residual errors for (upper) ALOS and (lower) ERS after bandpass
filtering between wavelengths of 100 and 5000 m. The phase in radians was
mapped to LOS by scaling by the radar wavelength divided by 4π (4.5-mm
ERS and 18.8 mm for ALOS). Much of the residual phase error is related to
topography errors, which scale directly with the baseline as well as atmospheric
noise. The small subareas were selected because of low relief and good
correlation.

The rms of the residual LOS for each interferogram with
respect to the SRTM-topography is provided in Table III. For
the full area, the average ALOS noise is 5.8 mm while the
average ERS noise is 3.0 mm. Part of the difference in the
noise levels could be due to the longer baseline and higher topo-
graphic phase error in ALOS. Therefore, we further restricted
the residual-phase contribution to a small low-relief area (white
boxes in Fig. 6). In this area, the average ALOS noise is 3.3 mm
while the average ERS noise is 2.1 mm. This analysis suggests
that the radar noise in ALOS is 1.57 greater than ERS. This
is much smaller than the factor of four based on simple
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TABLE III
NOISE ALOS VERSUS ERS

wavelength-scaling arguments. Moreover, the other contribu-
tions to small-scale phase error from the topography error
and atmosphere still dominate. This rms analysis based on
only three interferograms suggests that the noise level of the
FBS2FBS interferogram is 1.5× lower than the noise in the two
using the lower bandwidth FBD data. This

√
2 change in noise

level is consistent with a 2× more phase samples available at
the higher bandwidth.

C. Accuracy of Vector Deformation Maps at Kilauea Hawaii

Between June 17 and June 20, 2007, the East Rift of Kilauea
Volcano opened more than 1.9 m as inferred from continu-
ous GPS measurements and measured ALOS interferometry.
We have analyzed two ALOS interferograms—ascending and
descending—that span the event. The ascending interferogram
shown in Fig. 7(a) consists of FBD acquisitions on May 5, 2007
and June 20, 2007, having a perpendicular baseline of 326 m.
A visual comparison of this interferogram with a similar time-
period interferogram from ENVISAT [19] shows much better
phase recovery at L-band than C-band that is in agreement
with a previous study of the same area using simultaneous
L- and C-band acquisitions from the space shuttle [3]. The
interferometric phase was unwrapped with a single seed point
using the Goldstein unwrapping algorithm [14] and scaled to
LOS deformation in millimeters. A second descending interfer-
ogram shown in Fig. 7(b) consists of an FBD acquisition on
February 28, 2007 and an FBS interferogram on July 16, 2007
with a perpendicular baseline of 260 m. Again, the interfero-
metric phase is completely unwrapped with a single seed point
and scaled to millimeters. In addition to the two LOS com-
ponents, a third component (azimuthal offsets) can be derived
from the reference and repeat images of the ascending interfer-
ogram [Fig. 7(c)]. These three components are nearly orthog-
onal and, thus, provide the full vector displacement for this
event. The crustal deformation shows approximately 1.9 m of
opening perpendicular to the rift zone, which is accompanied by
about 0.4 m of rift flank uplift. Both ascending and descending
interferograms show about 60 mm of deformation at Kilauea
caldera that is consistent with 100 mm of subsidence. These
near-field InSAR data will be used, together with the more

Fig. 7. (a) Radar interferogram constructed from ALOS PALSAR acquisi-
tions on May 5 and June 20 (day 171, 8:52 GMT). This time period spans
most of the “Father’s day” (June 17–20) rift event. These data were acquired
in the FBD polarization mode (FBD—HH, 14 MHz). Correlation is high even
in forested areas, and the phase was unwrapped and scaled to LOS millimeters.
The radar-look direction is from the WSW and 34◦ from vertical. GPS receivers
with continuous vector measurements are marked by red triangles. (b) Radar
interferogram constructed from ALOS PALSAR acquisitions on Feb 28 and
July 16 (8:52 GMT). This time period spans the “Father’s day” rift event.
These data were acquired in the two modes. The February 28 acquisition was
FBD—HH (14 MHz), while the July 16 acquisition was FBS (28 MHz); the
raw FDB data were interpolated to the higher FBS sampling rate. The radar-
look direction is from the ESE and 34◦ from vertical. (c) Crustal displacement
in the flight direction from ALOS PALSAR acquisitions on May 5 and June 20
(day 171, 8:52 GMT). Displacements derived from cross correlation of image
patches and scaled to mm. This component of displacement is perpendicular
to the LOS displacement and also about 5× less accurate. GPS receivers with
continuous vector measurements are marked by black triangles. A displacement
profile extracted along the line A–A′ shows excellent agreement with the
baseline change between GPS sites NUPM and KTPM. This third component
reveals a peak surface separation across the rift zone of 1.86 m, which is not
fully captured (0.90 m) by the widely spaced GPS measurements. GPS data
can be found at http://www.soest.hawaii.edu/pgf/SEQ/.
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precise far-field GPS measurements, to constrain the models of
dike opening and caldera deflation associated with this event.

As a final test of the overall accuracy of the vector displace-
ment derived from this ALOS interferometry of the Father’s
day rift event, we compared the LOS displacement from the
ascending and descending interferograms with the displace-
ments derived from the continuous GPS data. The GPS vector
displacements were calculated from the median of the daily
solutions over +/−7 days surrounding each SAR acquisition
except for the June 20 acquisition where a +/−3-day window
was used, because the deformation rate was high. Formal errors
in the GPS vectors were typically 0.6 mm in the horizontal and
1.5 mm in the vertical, which is less than the expected errors
in the interferograms. The GPS displacement vectors were
projected into the two LOS components, as well as the azimuth
offset component. The mean value of the interferograms was
adjusted to best match the corresponding GPS LOS data. In ad-
dition, a trend was removed from the descending interferogram
to flatten the displacement field far from Kilauea. No trend was
removed from the ascending interferogram. The results of this
comparison are shown in Fig. 8, where we have plotted LOS
or azimuth displacement from the interferometry against the
more accurate GPS measurements. In the comparison, 19 GPS
locations were used. The two LOS components have standard
deviation of 14.0 and 13.5 mm, while the azimuth component
has a 5× larger standard deviation of 70.7 mm.

III. CONCLUSION

We have assessed the resolution, precision, and accuracy
of ALOS interferometry using SAR images from the high-
bandwidth mode (28-MHz FBS), the lower bandwidth mode
(14-MHz FBD), as well as mixed-mode interferograms. We find
the following conditions.

1) Baseline decorrelation—The critical baseline of ALOS
is 6.5 km for the FBD2FBD interferometry and 13 km
for the FBS2FBS interferometry. None of our possible
interferometric baselines exceeded 3 km, and newer data
have baselines less than 0.5 km. Therefore, baseline
decorrelation is not an issue with ALOS. However, errors
due to inaccurate topographic phase can dominate inter-
ferometric pairs with baselines longer than about 0.2 km.
Therefore, either a shorter baseline must be used for
measuring deformation or the accuracy of the global
topographic grids must be improved. Moderate-baseline
(∼1 km) ALOS interferograms could be used to improve
the accuracy of SRTM topography.

2) Spatial resolution—Using topography as a common sig-
nal in independent interferograms, we find that the
best spatial resolution (1/4 wavelength) achievable with
ALOS is 38 m in range and 30 m in azimuth. This is
slightly better than the resolution from Tandem ERS-1/2
interferometry (57 and 45 m). The improvement is due to
the longer critical baseline of ALOS. We do not find any
significant differences in spatial resolution between the
FBF2FBS, FBS2FBD, and FBD2FBD interferograms,
and note that our test interferograms had baselines all less
than 10% of the critical.

Fig. 8. Comparisons of deformation from noisy ALOS interferometry with
GPS vector displacements derived from a continuous measurements surround-
ing Kilauea (red triangles in Fig. 7).

3) Radar noise—Simple wavelength-scaling arguments pre-
dict that the LOS range precision of L-band interferom-
etry should be 4× worse than C-band interferometry.
These arguments are incorrect in the case of ALOS
PALSAR, where we find that LOS range precision of
ALOS is only 1.5× worse than ERS. Again, we find
that the LOS range precision is relatively independent of
radar mode.

4) Overall accuracy—The June 17, 2007 rift event at
Kilauea provides an optimal signal for assessing the over-
all accuracy of ALOS interferometry. Comparisons of
19 GPS vectors projected into the LOS of the ascending
and descending interferograms show an rms deviation of
14 mm. The surprising result is that the azimuth offsets
show a standard deviation of 71 mm. This is a remarkable
result considering 71 mm is only 2% of the azimuth pixel
size. The high precision of the azimuth offsets could be
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due to a combination of increased aperture length and
low phase noise. The implication is that four components
of displacements can be extracted from just two inter-
ferograms when the signal is large (> 200 mm) and the
coherence is high.

5) Atmosphere and ionosphere errors—As expected, we
see phase errors that are probably due to tropospheric
water vapor. Ionospheric errors should be 16× worse at
L-band, and we have not assessed the longer wavelength
ionosphere and orbital errors in this analysis.

APPENDIX A
ALGORITHM FOR DOPPLER RATE

The longer synthetic aperture of PALSAR (∼9000 echoes),
with respect to ERS/ENVISAT (2800 echoes) coupled with
the improved range resolution, requires a 6× more precise
description of the range-migration path. In the range Doppler
SAR processing algorithm, this corresponds to a more accurate
of Doppler centroid and Doppler rate. Other SAR processing
algorithms such as the range-migration algorithm and chirp
scaling [20] also require an accurate description of the range-
migration path to achieve proper focus. Fortunately, the ALOS
orbital information supplied with the raw data has sufficient ac-
curacy to estimate these parameters. To properly account for the
range variations due to the elliptical orbit and Earth rotation, we
estimate the parameters by selecting a ground target somewhere
in the scene and calculate the range to the target versus slow
time s. The parabolic approximation to the range is

R(s) = Ro + Ṙo(s − so) +
R̈o

2
(s − so)2 + · · · (A1)

where Ro is the closest approach of the spacecraft to the target
and so is the time of closest approach. The Doppler centroid
fDC and the Doppler frequency rate fR are related to the
coefficients of this polynomial. The relationships are

fDC =
−2Ṙ

λ
fR =

2R̈

λ
(A2)

where λ is the wavelength of the radar. In addition, if one
assumes a linear trajectory of the spacecraft V relative to the
target, then the Doppler centroid and Doppler rate can be ap-
proximately related to the velocity and closest range [6] as

fDC =
−2V

λ

(x − soV )
Ro

fR =
2V 2

λRo
. (A3)

We will not consider the Doppler centroid further, because it is
accurately estimated from the raw signal data [21]. For C-band
SARs, such as ERS-1 and Envisat, the earlier formula for the
fR assuming a linear trajectory over the length of the aperture
provides adequate focus. However, for L-band SARs, such as
ALOS, the aperture is much longer so other factors must be
considered such as the curvature and ellipticity of the orbit, as
well as the rotation rate of the Earth.

Curlander and McDonough [6] discuss the estimation of the
Doppler rate, and there are two main approaches. The autofocus
approach uses the crudely focused imagery to improve on the

estimate of the Doppler rate. The orbit approach uses the more
precise geometry of the elliptical orbit about a rotating elliptical
Earth to provide a more exact estimate of R̈. Here, we consider
a new, and more direct, approach in estimating R̈. Consider the
following three vectors, where

�Rs vector position of the satellite in the Earth-fixed coor-
dinate system;

�Re vector position of a point scatterer on the Earth and
somewhere in the SAR scene;

�Ro LOS vector between the satellite and the point scatterer.
The three vectors form a triangle such that �Re = �Rs + �Ro. The
scalar range, which is a function of slow time, is given by

R(s)=
∣
∣
∣�Rs(s)− �Re

∣
∣
∣ ∼= Ro + Ṙo(s − so) +

R̈o

2
(s−so)2 + · · ·

(A4)

Measurements of scalar range versus slow time can be used to
estimate the coefficients of the parabolic approximation. The
algorithm has the following functions:

1) to use the precise orbit to calculate the position vector
of the satellite and compute a time series R(s) over the
length of the aperture;

2) to perform a least squares parabolic fit to this time
series to estimate Ro and R̈o;

3) to compute the effective speed as V 2
e = RoR̈o (note that

it is convenient to use this effective speed in the SAR
processor, because it is easily scaled with increasing
range across the image). The only remaining step is to
calculate the vector from the satellite to some point target
in the image. This can be any point in the image, so the
selection criteria are that the point lie at the proper radius
of the surface of the Earth Re = |�Re| and the �Ro vector
is perpendicular to the velocity vector of the satellite �V .

To evaluate the utility of this approach with PALSAR data
where the squint angle is low (< 1◦), we compute the time evo-
lution of the range to that point as the satellite orbits above the
rotating Earth. We consider data from a descending orbit over
Koga Japan where three radar reflectors have been deployed.
The image is a fine-beam single polarization having a nominal
look angle of 34.3◦. A Hermite polynomial interpolation was
used to calculate the x–y–z position of the satellite from
28 position and velocity vectors spaced at 60-s intervals. Thus,
the entire arc is 28 min or a quarter on an orbit. The accuracy
of the Hermite interpolator was checked by omitting a central
point and performing an interpolation using six surrounding
points. The accuracy of the interpolation was found to be better
than 0.2 mm, suggesting that the 60-s interval provides an
accurate representation of the orbital arc.

Next, we compute the range to the ground point as a function
of time before and after the perpendicular LOS vector �Ro. We
used a before/after time interval of 3 s, which is about twice
the length of the synthetic aperture for ALOS. A second-order
polynomial was fit to the range versus time function, and the
three coefficients provide estimates of Ro, Ṙo, and R̈o/2. The
ranges versus time, as well as the residual of the fit, are shown
in Fig. 9. One can learn a great deal from this exercise. First,
one finds that the parabolic approximation to a hyperbola used
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Fig. 9. (Upper) Satellite-to-ground point range as a function of time. Near
range has been subtracted. The length of the synthetic aperture for ALOS
PALSAR is about ±1.5 s.

in the SAR processor has a maximum error of about 10 mm
at a time offset of 3 s. This corresponds to a small fraction of
the 230-mm wavelength. Note that the actual aperture length
for ALOS is only +/− 1.5 s, so this approximation is justified
as long as the squint angle is small. Second, the range at zero
offset has an error of −0.24 m. This is due to approximating
the shape of the Earth as a sphere having a local radius given by
the WGS84 ellipsoid formula. In other words, there is a small
error in the LOS vector because it intersects the surface of the
Earth at a latitude that is slightly different from the spacecraft
latitude, so the Earth radii will differ slightly. Finally, the range
acceleration can be used to calculate the effective speed of the
satellite V 2

e = RoR̈o. For this example, we arrive at a speed of
7174 m/s. By trial and error, we found that the optimal focus of
the SAR image occurs between speeds of 7173 and 7183 m/s,
which bounds our estimate. In contrast, the simple Cartesian
ground-speed approximation of 7208 m/s provided poor focus.

APPENDIX B
ELEVATION-DEPENDENT RANGE SHIFT

When the image baseline is long and the topographic excur-
sions are large, the aligned resolution cells at the top of a moun-
tain can be shifted by several range cells with respect to the
aligned resolution cells at the base of the mountain. This is eas-
ily corrected by applying the known elevation-dependent range
shift to the repeat single-look-complex image prior to interfer-
ogram formation. The range shift Δρ is given by the following:

Δρ =
−ReB⊥
ρb sin θ

Δr (B1)

where Re is the local Earth radius, B⊥ is the perpendicular
baseline, ρ is the range, b is the spacecraft orbital radius, θ is the
look angle, and Δr is the elevation change in the scene. Using
nominal values for ALOS orbit and a 2.3-km baseline of one
of the Hawaii interferograms, the range shift is −4.26 m/km of
elevation change. Mauna Loa is about 4 km above sea level,
and the range-cell resolution of ALOS is 4.68 m, so the pixels

Fig. 10. Coherence of ALOS FBS2FBS interferogram over Hawaii having
a perpendicular baseline of 2290 m (black 0.0, white 0.8). An elevation-
dependent range shift was applied to the lower 2/3 of the interferogram (below
dashed white line) and coherence is high at all elevations including the peak at
Mauna Loa at 4170 m. The area without an elevation-dependent range shift has
good coherence between elevations of about 2000 and 3000 m, but higher and
lower elevations have low coherence, because pixels are misaligned in range by
more than 4.7.

are shifted by +/−2 resolution cells. We have verified that the
correlation falls to near zero (< 0.15) without this correction
but remains high (∼0.8) when the correction is applied. An
example is shown in Fig. 10.
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