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ABSTRACT OF THE DISSERTATION

Measuring Seafloor Displacement using Repeated Sidescan Sonar Surveys

by

John B. DeSanto

Doctor of Philosophy in Earth Sciences

University of California San Diego, 2018

David T. Sandwell, Chair

The purpose of this thesis is to propose and develop a novel tool for measuring seafloor displacement using repeated sidescan sonar surveys, a data set that is collected alongside multibeam bathymetry. Chapter 1 presents the motivation for this study and introduces the work done in subsequent chapters. Chapter 2 is a brief overview of the design and underlying physics of the multibeam sonar, and presents a discussion on the uncertainties introduced by errors in the sound velocity profile. Chapter 3 presents the processing method for measuring seafloor displacement from sidescan sonar in detail, and tests this method by measuring synthetic displacements introduced into legacy multibeam data. Chapter 4 presents data collected in calibration surveys during the RR1605 and
SR1704 cruises meant to test this method. We find displacements measurements with RMS uncertainties less than 0.5 m under optimal survey designs involving speeds less than 6 knots, kinematic post-processed ship navigation, and frequent measurements of the sound velocity profile. Chapter 5 demonstrates the improvement in ship positioning obtained when performing kinematic post-processing on the raw ship navigation data rather than relying on the real-time navigation solution.
Chapter 1

Introduction

1.1 Justification for Seafloor Geodesy

Geodesy is the study of the shape of the Earth, and is a field critical to natural hazard monitoring of geologic phenomena such as earthquakes and volcanoes because space geodetic techniques such as Global Positioning System (GPS) and Interferometric Synthetic Aperture Radar (InSAR) give us a means of measuring surface deformation associated with these hazards. GPS measurements give us a means of directly measuring plate motion and serve as boundary conditions for plate models such as the one reported in Bird et al [2003]. These models are used to predict the global distribution of earthquakes as well as the style of faulting in a particular region. On a local scale, GPS may be used to measure differential motion across faults as is done in Platt and Becker [2010], giving us information about where strain between plates is being accommodated. After an earthquake, GPS and InSAR may be used to measure the coseismic and postseismic surface deformation associated with the earthquake, which we may use to probe the geometry and frictional properties of faults at depth. Volcanoes may be probed in a similar fashion; InSAR provides measurements of surface deformation due to the buildup
of magma in the subsurface. These measurements are important boundary conditions in models estimating the size of subsurface magma chambers.

However, a significant fraction of earthquakes and volcanic activity occur offshore, due to the simple fact that many of the tectonic plate boundaries occur in these regions. The largest recorded earthquakes are all megathrust earthquakes that occurred in offshore subduction zones; these include the 1960 Chile earthquake, the 1964 Alaska Earthquake, the 2004 Sumatra earthquake, and the 2011 Tohoku-Oki earthquake. Studying this class of earthquakes is particularly important as not only do they pose a risk due to ground shaking, but also associate with destructive tsunamis such as those that followed the Sumatra and Tohoku-Oki earthquakes. Accurate offshore measurements are required to model the source of these tsunamis as shown in Melgar and Bock [2013], but we cannot rely upon GPS and InSAR to collect these measurements as in the terrestrial case because the microwave radiation critical to the function of these methods cannot penetrate seawater deeper than a few millimeters. Instead, we must adapt a parallel set of tools to collect geodetic measurements in a marine environment; we refer to this specialized field as the field of seafloor geodesy.

1.2 Seafloor Geodetic Techniques

An in-depth discussion of the current state of seafloor geodetic techniques is presented in the Burgmann and Chadwell [2014] review paper. A significant challenge in collecting seafloor geodetic data stems from the fact that seafloor geodetic monuments are remote, often being located far offshore and by definition underwater. As a result, instruments and infrastructure (such as cabled arrays) designed for seafloor deployment are more expensive than their terrestrial counterparts because they need to be designed and built to operate under high pressure. In addition, simply traveling to a monument
more expensive because of the costs associated with operating a research vessel. Seafloor geodetic techniques can be divided into three primary categories of instruments, GPS-Acoustic, ocean bottom pressure sensor and tiltmeters, and sonar (Figure 1.1, each of which represents a slightly different approach to surmounting the technological barriers inherently present in collecting in seafloor geodetic data.

Figure 1.1: Schematic diagram of seafloor geodetic techniques, including ocean bottom pressure (a), multibeam sonar (b), and GPS-Acoustic (c). Figure taken from [Bürgmann and Chadwell 2014].

GPS-Acoustic was first proposed by Spiess [1985], and takes advantage of acoustic waves to measure the distance between a set of transponders on the seafloor and a waypoint (traditionally a research vessel) on the sea surface analogous to how a GPS receiver measures the distance between an antenna and satellite. However, unlike GPS, which uses multiple satellites to triangulate the position of the antenna, GPS-Acoustic instead ranges the distance between multiple transponders and a single sea surface waypoint. These transponders are deployed in a concentric circle on the seafloor, a geometry that allows the center of the array to appear stable when the ranges are averaged despite the constant real and apparent vertical and horizontal motion of the waypoint due to swell and internal waves. The location of the sea surface waypoint is measured in a stable reference frame using GPS; this may be used to locate the center of the GPS-Acoustic array which is measured relative to the waypoint. GPS-Acoustic measurements may yield
displacement measurements accurate to approximately a centimeter in the horizontal components and a few centimeters in the vertical component, and have since been used to measure the relative plate motion between the Juan de Fuca and North American Plates [Spiess et al. 1998] as well as the coupling between the Nazca and South American Plates offshore Peru [Gagnon, Chadwell, and Norabuena 2005]. Perhaps most excitingly, GPS-Acoustic measurements captured not only the coseismic [Sato et al. 2011] and postseismic [Watanabe et al. 2014] seafloor deformation from the 2011 Tohoku-Oki earthquake offshore Japan, but also a glimpse of the interseismic deformation preceding the earthquake [Sato et al. 2013].

Ocean bottom pressure sensors have been adapted to operate in a high pressure environment such as is present on the seafloor. They are capable of measuring vertical displacement with centimeter accuracy but have no sensitivity to motion in the horizontal components. A longstanding problem with ocean bottom pressure sensors is random instrument drift that may bias measurements made long after initial deployment, but recent engineering developments have led to improved instruments such as the self-calibrating seafloor pressure recorder [Sasagawa and Zumberge 2013]. Ocean bottom pressure recorders have been used to monitor vertical displacements at Axial Seamount, an active underwater volcano located on the Juan de Fuca Ridge, measuring inflation and deflation of the magma chamber prior to the 2012 eruption [Nooner and Chadwick 2009; Chadwick et al. 2012] and 2015 eruption [Sasagawa, Cook, and Zumberge 2016; Nooner and Chadwick 2016], the latter study incorporating measurements from the Cascadia Cabled Array. Pressure sensors have also been used to measure signals resulting from a slow slip event in the Hikurangi subduction margin [Wallace et al. 2016]. In addition, pressure sensors have been deployed in the DONET cabled array offshore Japan for the purposes of real-time tsunami monitoring [Baba, Takahashi, and Kaneda 2014].

The final class of instruments useful for seafloor geodetic application is multibeam
sonar. Multibeam sonar is a tool that is mounted on the hull of a research vessel or AUV that is used to measure seafloor bathymetry using the reflections of acoustic pulses. Multibeam bathymetry has a horizontal resolution generally on the order of 100-150 m for seafloor deeper than 2000 m, making it the highest resolution information on seafloor topography available to us. The geodetic application of these data is conceptually straightforward; taking the difference between two bathymetry surveys before and after can give us information such as the extent of extrusions during a volcanic eruption. This has been done to map the extent of eruptions at Axial Seamount both by Fox [1992] using a hull-mounted multibeam sonar and Caress et al [2012] using an AUV-mounted multibeam sonar, as well as the uplift along the Nazca-South America subduction zone due to the 2010 $M_{w}$ 8.8 Maule earthquake [Maksymowicz et al. 2017]. Horizontal deformation may be measured by performing a cross-correlation between surveys, as was done to measure deformation across the Japan Trench during the 2011 Tohoku-Oki earthquake by Fujiwara et al [2011; 2017]. Multibeam sonar-derived displacements are unique among seafloor geodetic measurements in that they cover a broad area rather than a point as in the case for GPS-Acoustic and ocean bottom pressure measurements. However, this comes at the cost of accuracy; the displacements measured by the Fujiwara studies have uncertainties on the order of 10 m rather than the centimeter accuracy obtainable using other methods. For this reason, multibeam sonar is a tool that may be further developed for seafloor geodetic application.

1.3 Thesis Summary

The goal of this thesis is to describe and test an improved method for measuring seafloor displacements with multibeam sonar, utilizing the sidescan backscatter amplitude data collected simultaneously with multibeam bathymetry rather than the bathymetry
itself. As will be discussed in Chapter 2, sidescan data have a few advantages over bathymetry, the primary advantage being that the resolution of sidescan data is independent of seafloor depth, at least in the range dimension. Whereas the resolution of bathymetry may be 100-150 m or more dependent on the seafloor depth, the slant range resolution of sidescan data collected with a 12 kHz sonar is on the order of 11.25 m, meaning that when we compare reference and repeated sidescan tracks for displacement analysis, we might expect to be able to measure displacements on the meter scale rather than the decameter scale. In addition, the sidescan data are less susceptible to roll biases than multibeam bathymetry. Thus, we expect these data to be more straightforward to process and yield a more precise measurement. This thesis will explore the viability of sidescan data for seafloor geodetic application in the following chapters:

Chapter 2 is a brief overview of the multibeam sonar, discussing the design of the instrument as well as the physics governing the resolution of bathymetry and sidescan. This chapter also includes a brief discussion of how uncertainties in the sound velocity profile of the ocean affect the multibeam and sidescan measurements. Because multibeam sonars employ acoustic waves, any variation in the sound velocity profile will result in a distorted measurement, so it is imperative that we develop a satisfactory way to address sound velocity variations if we hope to obtain precise and accurate seafloor displacement measurements.

Chapter 3 is a description of the data processing employed to measure displacement using repeated sidescan sonar surveys. The method described entails performing digital image correlation on repeated sidescan sonar surveys and solving for the track displacement that yields the maximum correlation. This processing is tested using legacy data available from previous cruises conducted offshore Cascadia and offshore Southern California. These cruises contain repeated multibeam sidescan surveys collected within a few days of one another. Because of the short time frame between repeated tracks we
expect no measurable seafloor displacement; these surveys are suitable for calibrating the data processing. Because we only have single pairs of repeat tracks, we probe the precision of the measurements by introducing a synthetic displacement into one of the repeat tracks but not the other; we verify the efficacy of our technique by attempting to measure this synthetic displacement. We demonstrate that meter-level precision is obtainable in the range dimension but not the along-track dimension.

Chapter 4 is a presentation of data collected during the 2016 RR1605 research cruise, which was specifically designed as a calibration survey for assessing the displacement accuracy obtainable using the method proposed in Chapter 3. This is done by measuring the displacement between four sets of five repeating sidescan sonar surveys collected within a 40-hour period. These repeated surveys were collected with varying ship speed and track separation, allowing us to infer the optimal survey design for collecting sidescan sonar data for geodetic application. This chapter also includes an assessment of the uncertainty expected from variations in the sound velocity profile during this cruise, derived from expendable bathythermograph (XBT) measurements collected during the cruise.

Chapter 5 analyzes the ship navigation data collected during the RR1605 cruise. Bathymetry and sidescan measurements are made relative to the research vessel; if we do not precisely know the location of the research vessel we cannot infer the location of a point on the seafloor. However, the remote nature of seafloor geodetic surveys means that we may not always be close enough to a land GPS station to obtain a differential GPS solution. Thus, we employ Precise Point Positioning (PPP) to obtain a post-processed kinematic GPS solution of the ship navigation. We assess the accuracy of the PPP method by calculating the location of a continuous land station (AB21) on the Aleutian islands using three independent processing methods: GIPSY-OASIS, PANDA, and CSRS. We then compare the PPP solutions of the RR1605 cruise to assess the noise added by the
moving platform. This is done for both the ship navigation and a campaign-style GPS receiver deployed on the deck during the cruise. We compare these solutions to the real-time ship navigation solution to quantify the improvement in location accuracy obtained by the kinematic post-processing.
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Chapter 2

Physical Principles of Multibeam Sonar for Mapping of the Seafloor

2.1 Introduction

A multibeam sonar mounted on the hull of a large research vessel provides an important tool for mapping the seafloor in the deep ocean at moderate spatial resolution and accuracy (Figure 2.1). This chapter provides a very brief introduction into the physical principles of a particular multibeam echo sounder that is able to map in the deepest ocean at approximately 100 m spatial resolution. The overall geometry is shown in Figure 2.1. The ship cruises along the surface of the ocean at a speed typically less than 12 knots (i.e. 6 m/s). It emits a sonar signal from hull-mounted transducers. These acoustic waves reflect from the seafloor and return to the ship mapping out a swath of seafloor 3-4 times the ocean depth. Some basic references for the method and technology are Farr [1980], de Moustier, [1988], and Kongsberg, [2011].

The sonar elements are mounted in a gondola or pod (Figure 2.2) that is fastened to the deepest part of the hull of the ship where it will remain submerged even in rough
Figure 2.1: Schematic diagram of a multibeam echo sounder mapping a swath of seafloor.

seas. The sonar consists of two arrays. Sound pulses are generated by a 7 m long array of transducers that are oriented parallel to the keel of the ship (Figure 2.2, EM122 TX). The return echoes are recorded in a 7 m long array of hydrophones oriented perpendicular to the keel of the ship (Figure 2.2, EM122RX). In this chapter we will try to answer some basic questions such as: Why are the transmit and receive arrays so long? Why are they arranged in a T structure? Since the gondola is fixed to the hull of the ship, what happens when the ship undergoes yaw, pitch, and roll motions? The first part of the chapter will be related to some basic physical principles of sonar propagation in seawater and beam forming. These physical properties guide the overall design and limitations of the multibeam approach for seafloor mapping. What is missing from this chapter is a description of the marvelous and sophisticated engineering that has gone into the
development and refinement of these systems.

Figure 2.2: Gondola containing a 7 m long array of transducers (EM122 TX) that are oriented parallel to the keel of the ship and a 7 m long array of hydrophones (EM122 RX) perpendicular to the keel. This system is a Kongsberg EM122 multibeam sonar being mounted on the hull of the RV Langseth. (Photo credit, John Greene, [Seeing with Sound]).

Much of the physics of multibeam sonar is similar to radar interferometry mapping of topography by satellites. The major difference is that satellites provide a very stable platform where the position and orientation vary smoothly with time, so the motion compensation corrections are simple and accurate. In contrast the ship is constantly undergoing extreme motions and rotations at periods that are shorter than the two-way travel time of the sonar echoes. The compensation for these motions is easy to understand from a physical perspective (this chapter) but enormously challenging from an engineering perspective.
2.2 Mapping Geometry

The objective is to measure ocean depth in a swath perpendicular to the track of the ship; one cross-track profile for each ping of the sonar. The geometry is illustrated in Figure 2.3 where the ship is on the ocean surface and moving into the page. Consider a sound pulse that is emitted from the hull at a look angle of $\theta$ from the vertical. The pulse travels at the speed of sound $c$ along the ray path labeled $\rho$. It reflects from the seafloor and returns to the ship. The range is estimated from the two-way travel time $\Delta t$ as $\rho = \Delta t/c$. The estimated depth at that location is $H(\theta) = \rho / \cos \theta$. Therefore in addition to the range measurement, the look angle of the return pulse must be accurately estimated. We will discuss the principles and limitations of forming a narrow sonar beam in the next section.

![Figure 2.3: Schematic diagram of a ray of sound energy, emitted at a look angle of $\theta$, from a ship moving into the page. $H_0$ is the depth directly beneath the ship at zero look angle. The off-nadir depth is $H(\theta) = \rho / \cos \theta$.](image)

The maximum look angle of this mapping is limited by three effects. (1) First the outgoing pulse will not send all of its energy in the look direction and some fraction will be emitted in the vertical direction through a side lobe of the sonar beam (discussed below). The backscattered energy is highest at a vertical look angle so significant energy
can come from this nadir reflection but more importantly there will be significant energy in the first multiple of the pulse. The 2-way travel time of the first multiple at nadir is equal to the 2-way travel time of a single reflected pulse at a 60° look angle assuming equal ocean depth at these two locations. Therefore at look angles of 60° and higher the double bounce will arrive at or before the off-nadir reflected pulse and the sonar will have difficulty to uniquely identify the travel time of the main reflection. This limits the swath to about 3.5 times the ocean depth although larger widths are possible with sector illumination techniques discussed below. (2) The second limitation is related to a non-uniform sound velocity in the upper ocean. This will cause the ray path to bend mostly outward (away from the look angle); at extreme look angles approaching 90°, the outgoing ray may never reach the ocean floor. (3) The third limitation is related to the attenuation of the sonar pulse as it passes through the ocean. If the attenuation is very strong then the sonar will not be able to detect energy from the return pulse. The selection of an acceptable sonar frequency for deep ocean mapping is discussed next.

### 2.3 Selection of Sonar Frequency

A main objective of this system is to have the ability to map the seafloor at all ocean depths. A significant limitation of sonar is the attenuation of energy as the waves propagate through the ocean. High frequency waves are more strongly attenuated than lower frequency waves as shown in Figure 2.4. Commonly used sonar frequencies are provided in Table 2.1 along with the wavelength for a nominal sound speed of 1500 m/s. The table also provides the propagation distance where the waves are attenuated by 1/4 of their initial power [Ainslie and McColm 1998]. The median ocean depth is about 4 km as illustrated in the hypsometry of the ocean (Figure 2.5) [Becker and Sandwell 2007]. The maximum ocean depth in the Mariana trench is about 11 km but most of the seafloor
lies at depths less than 6 km. As discussed above the range to the outermost beam having a look angle of 60° is two times the nadir ocean depth. Therefore, a lower frequency sonar (12 kHz) is needed to obtain full swath coverage at the most common 4 km ocean depth and also have the ability to map at 8 km depth with a narrower swath. From this analysis we have constrained the wavelength of our sonar to be longer than about 0.12 m. Next we will see how this effects the ability to focus the sonar beam.

Figure 2.4: Absorption of sonar power per km of propagation as a function of frequency for several bodies of seawater. The right axis shows the length where the sonar power is attenuated by 1/4. Lower frequency sonars (e.g., 3.5 kHz) can propagate long distances (about 48 km) and retain detectable power while high frequency sonars (e.g., 70 kHz) suffer significant loss over much shorter distances (about 0.67 km) (modified from Ainslie and McColm, [1998]).
Table 2.1: Characteristics of sonar in the ocean.

<table>
<thead>
<tr>
<th>$f$ - frequency (kHz)</th>
<th>$\lambda$ - wavelength (m)</th>
<th>$\alpha$ - $\frac{1}{4}$ attenuation distance (km)</th>
<th>Wavelength analogy for radar</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>0.43</td>
<td>48</td>
<td>P</td>
</tr>
<tr>
<td>12</td>
<td>0.13</td>
<td>8</td>
<td>S</td>
</tr>
<tr>
<td>30</td>
<td>0.05</td>
<td>2</td>
<td>C</td>
</tr>
<tr>
<td>70</td>
<td>0.02</td>
<td>0.7</td>
<td>X</td>
</tr>
</tbody>
</table>

### 2.4 Fraunhoffer Diffraction

The beam width of a sonar pulse is governed by the principles of Fraunhoffer diffraction. Consider a coherent sonar pulse generated across an aperture of length $L$ as shown in Figure 2.6. First we’ll consider a 1-D aperture and then go on to a 2-D rectangular aperture to simulate a rectangular array of transducers or hydrophones as shown in Figure 2.2. The 2-D case provides the shape and dimension of the footprint of the sonar. These notes were developed from Rees [2001] and Bracewell [1978] for electromagnetic radiation but the principles are equivalent for sonar.

We simulate coherent radiation by numerous point sources of sound (transducers) distributed along the aperture between $-L/2$ and $L/2$. For simplicity we’ll assume all the sources have the same amplitude, wavelength $\lambda$, and phase. Given these sources of radiation, we solve for the illumination pattern on the screen as a function of $\theta$. We’ll assume that the screen is far enough from the aperture so that rays $AP$ and $OP$ are parallel. Later we will determine how far away the screen needs to be in order for this approximation to hold. Under these conditions, the ray $AP$ is slightly shorter than the ray $OP$ by an amount $-y\sin\theta$. This corresponds to a phase shift of $-\frac{2\pi}{\lambda}y\sin\theta$. The amplitude of the illumination at point $P$ is the integral over all of the sources along the aperture.
Figure 2.5: (left) Attenuation range for sonar waves in the ocean at 30 kHz and 12 kHz. (right) Histogram of area of seafloor as a function of depth. The median ocean depth is about 4 km and most of the ocean is shallower than 8 km. Deep ocean mapping requires lower sonar frequencies (12 kHz).

multiplied by their complex phase value

\[
P(\theta) = \int_{-L/2}^{L/2} A(y) e^{-j2\pi y \sin \theta} dy
\]

where \(k = 1/\lambda\). This is called the Fraunhofer diffraction integral. The illumination across the aperture is uniform in both amplitude and phase so we set \(A(y) = 1\). Later we will adjust the phase across the aperture to shift the peak in the energy away from \(\theta = 0\).

Now let \(s = 2\pi k \sin \theta\) so the integral is easy to evaluate.

\[
P(s) = \int_{-L/2}^{L/2} e^{-isy} dy = \frac{e^{-isL/2} - e^{isL/2}}{-is} = \frac{2}{s} \sin(sL/2) = L \text{sinc}(sL/2)
\]
Replacing $s$ with $2\pi\sin\theta/\lambda$ we arrive at the final result.

$$P(\theta) = L\text{sinc}\left(\frac{L\pi\sin\theta}{\lambda}\right)$$

(2.3)

The illumination pattern on the screen is shown in Figure 2.7 (solid curve).

The first zero crossing, or angular resolution $\theta_r$ of the sinc function occurs when the argument is $\pi$ so

$$\sin\theta_r = \frac{\lambda}{L}.$$  \hspace{1cm} (2.4)

At this point it is instructive to calculate the angular resolution of the aperture of the EM122 system shown in Figure 2.2. The length of this aperture is 7 m and we use a 0.13 m wavelength sonar to reach full ocean depth. Given these values and equation (2.4) we find an angular resolution of $1^\circ$. If we constructed TX and RX arrays 10 times smaller with an aperture length of say 0.7 m then the angular resolution of the two arrays...
Figure 2.7: Sinc function illumination pattern for the aperture shown in Figure 2.6. Solid curve is for uniform phase across the aperture. Dashed curve is for a linear phase ramp across the aperture to shift the location of the peak by $\Delta \theta$. (Modified from [Sandwell et al. 2016].)

would be 10°. At an ocean depth of 4 km this would correspond to a spatial resolution of 700 m, which is inadequate for many mapping purposes. Figure 2.2 also shows the location of a 12 kHz transducer having a diameter of about 0.5 m. This type of transducer would produce a very broad beam that would roughly correspond to the single-beam echo sounders used on research vessels before the multibeam technology was available. So now we have answered the question of why the TX and RX arrays are so long. We need longer wavelength sonar to reach full ocean depth but to resolve features of about 1° the basic physics dictates that the array be approximately 7 meters long. We still have not explained the shorter width of the apertures and their T configuration.

The next modifications to the aperture are to change the amplitude and phase of the transducers (or hydrophones) across the array (i.e., $A(y)$). First, one could modify the amplitude of the illumination across the aperture. For example, a Gaussian aperture would produce a Gaussian illumination function on the screen. This would eliminate the side lobes associated with the sinc function but it would also broaden the projection pattern. Second we could vary the phase of the transponders across the aperture to shift the point of maximum illumination away from $\theta = 0$. We accomplish by linearly varying
the phase of the illumination across the aperture, given by

$$A(y) = e^{i2\pi y k \sin \theta_0}.$$  \hspace{1cm} (2.5)

In this case the Fraunhoffer diffraction integral becomes

$$P(\theta) = \int_{-L/2}^{L/2} A(y) e^{-i2\pi y k \sin \theta} dy = \int_{-L/2}^{L/2} e^{-i2\pi y k (\sin \theta - \sin \theta_0)} dy.$$ \hspace{1cm} (2.6)

Following the approach above, we integrate and find the result is

$$P(\theta) = L \text{sinc} \left[ \frac{L \pi (\sin \theta - \sin \theta_0)}{\lambda} \right].$$ \hspace{1cm} (2.7)

The peak in the projection pattern is shifted by an amount $\Delta \theta = \sin^{-1}(\sin \theta - \sin \theta_0)$ as shown by the dashed line in Figure 2.7. This phased array approach is used to form the off-nadir beams across the swath of the multibeam as described below. Moreover it is used to compensate for the pitch of the ship on the outgoing pulse of the transmit array as well as the roll on the incoming wave fronts of the receive array. A diagram of how the look angle of the incoming sonar waves are electronically shifted away from nadir is shown in Figure 2.8.

Before moving on to the 2-D case, we should check the assumption used in developing the Fraunhoffer diffraction integral that the rays $AP$ and $OP$ are parallel. Suppose we examine the case when $\theta = 0$; the ray path $AP$ is slightly longer than $OP$ (Figure 2.9). This parallel-ray assumption breaks down when the phase of ray path $AP$ is more than $\pi/2$ radians longer than $OP$, which corresponds to a distance of $\lambda/4$. Let’s determine the conditions when this happens.
Figure 2.8: Diagram showing coherent waves from an off-nadir reflection being recorded by an array of hydrophones across an aperture. To extract a time series of the energy arriving from that direction one sums the pulses with an appropriate time delay. (Taken from Clarke [2017])

The condition that the path length difference is smaller than 1/4 wavelength is

$$\left[ \frac{L^2}{4} + z^2 \right]^{1/2} - z < \frac{\lambda}{4}$$ \hspace{1cm} (2.8)

or can be rewritten as

$$\left[ \left( \frac{L}{2z} \right)^2 + 1 \right]^{1/2} - 1 < \frac{\lambda}{4z}.$$ \hspace{1cm} (2.9)

Now assume $L << z$ so we can expand the term in brackets into a binomial series.

$$1 + \frac{L^2}{8z^2} - 1 < \frac{\lambda}{4z}.$$ \hspace{1cm} (2.10)
and we find $z_f > \frac{L^2}{2\lambda}$ where $z_f$ is the Fresnel distance. So when $z < z_f$ we are in the near field and we need to use a more rigorous diffraction theory. However when $z >> z_f$ we are safe to use the parallel-ray approximation and the Fraunhoffer diffraction integral is appropriate. As shown in Figure 2.2, our aperture has a length of 7 m and based on the need for 8 km propagation we have selected a wavelength of 0.13 m. For this case the Fresnel distance is 188 m. We will mainly be using this system to map areas greater than 200 m depth so the parallel ray approximation is valid.

### 2.5 2-D Aperture

A 2-D rectangular aperture is a good approximation for both the transmit and receive arrays shown in Figure 2.2. The transmit aperture is longer in the keel direction (length $L$) than in the perpendicular direction (width $W$) as shown in Figure 2.2. As in the 1-D case, one uses a 2-D Fraunhoffer diffraction integral to calculate the projection pattern of the antenna. The integral is

$$P(\theta_x, \theta_y) = \int_{-L/2}^{L/2} \int_{-W/2}^{W/2} A(x,y) \exp \left[ \frac{2\pi}{\lambda} (x \sin \theta_x + y \sin \theta_y) \right] dx dy$$  \hspace{1cm} (2.11)
where $\lambda$ is the wavelength of the radar. As in the 1-D case we will assume the aperture $A(x,y)$ has uniform amplitude and phase. In this case the projection pattern can be integrated analytically and is

$$P(\theta_x, \theta_y) = LW \text{sinc} \left( \frac{\pi W \sin \theta_x}{\lambda} \right) \text{sinc} \left( \frac{\pi L \sin \theta_y}{\lambda} \right). \quad (2.12)$$

The first zero crossing of this 2-D sinc function is illustrated in Figure 2.10 (right).

![Diagram showing the projection pattern (right) for a rectangular aperture (left). (Taken from [Sandwell et al. 2016] and [Rees 2001].)]

**Figure 2.10:** Diagram showing the projection pattern (right) for a rectangular aperture (left). (Taken from [Sandwell et al. 2016] and [Rees 2001].)

### 2.6 Mills Cross Configuration

High 2-D resolution of a patch of seafloor can be achieved by setting the transmit array with the long axis along the keel of the ship and the long axis of the receive array in the perpendicular direction; this is called a Mills cross configuration. The beam pattern on the seafloor is shown in Figure 2.11.

In the case of the Kongsberg EM122, the transmit array has a length of 7.8 m and a width of 0.78 m resulting in a 0.92° resolution in the along-track direction and a
9.2° resolution across the track. As discussed above, the overall swath width can be 150°, which is significantly wider than the 9.2° cross track angle. Indeed the transmit array has 18 elements along the keel and 6 elements across the keel. The 6 cross-track elements are used to focus the outgoing beam in up to 9 sectors in the cross track direction. Each ping of the sonar actually consists of 9 pings with a slight time and frequency offset to ensonify the entire 150° swath, or whatever swath width was selected by the user. Some examples of the hydrophone records from the receive array (called stave data) for the 9 sectors are shown in the next section.

![Diagram](image)

**Figure 2.11:** Schematic diagram of the beam patterns of transmit (yellow) and receive (green) arrays on the seafloor. The intersection of the 0° incidence angle receive beam and the transmit beam is shown as a blue box (1°x1°). The other cross-track beams are resolved by synthesizing a non-nadir focus in the computer after the data are collected on all the hydrophones of the receive array.

The receive array is 7.2 m in the across-keel directions and 0.42 m along the keel resulting in a cross-track resolution pattern of 0.99° and an along-track resolution of 17.3°. The receive array has 128 hydrophones (or staves) having the ability to record over a wide bandwidth centered at 12 kHz. All 128 staves record the entire time series of reflected waves over a time window beginning at the time the pulse was emitted and
ending at the two-way travel time of the most distant reflection at a look angle of up to 75°. After the data are recorded, they are first divided into the 9 sectors by frequency filtering and then focussed into cross-track beams by summing with the appropriate time delay. Both operations are performed with the Fast Fourier transform algorithm to speed the processing. An example of the original stave data is shown in Figure 2.12. This example comes from an EM120 with only 64 staves. The range sampling rate is 2 kHz so the first arrivals are at about 3 seconds corresponding to a depth of 2250 m. Note the nadir double bounce arrives at about 6 seconds. After beam forming (right) the horizontal axis corresponds to the sine of the look angle. The higher look angles have two-way travel times of up to 7 seconds corresponding to a distance of 5250 m. (Note that beam forming is simply the FFT of each row of raw stave data with the output shifted so the lowest wavenumber is in the center of the array and corresponds to the nadir beam.)

![Figure 2.12: (left) Reflected sonar amplitude versus time in milliseconds (increasing down) and stave number (across). This example comes from an EM120 with 64 staves. The range sampling rate is 2 kHz. (right) Beam formed stave data where the horizontal axis now corresponds to the sine of the look angle.](image)

As discussed above, 9 individual pings are emitted for each sonar echo and each of these pings has its own center look angle and center frequency as provided in Table 2.2.
Table 2.2: Sectors and frequencies (Hz) for the Kongsberg EM122.

<table>
<thead>
<tr>
<th></th>
<th>Port</th>
<th>Center</th>
<th>Starboard</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11550</td>
<td>12150</td>
<td>11250</td>
</tr>
<tr>
<td>3</td>
<td>12600</td>
<td>12450</td>
<td>11700</td>
</tr>
<tr>
<td>5</td>
<td>11850</td>
<td>12450</td>
<td>12300</td>
</tr>
<tr>
<td>7</td>
<td>11400</td>
<td>11400</td>
<td>11700</td>
</tr>
<tr>
<td>9</td>
<td>11300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For ocean depths greater than 2000 m the bandwidth of each ping is 67 Hz corresponding to a pulse length of 15 ms and a range resolution of 11.25 m. For shallower depth, the bandwidth is increased to 200 Hz corresponding to a range resolution of 3.75 m.

After this pre-processing of the columns into unique look angles $\theta$, a bottom detection algorithm is used to measure the two-way travel time and thus the range $\rho$ for each beam. Then the cross-track depth profile $h$ can be estimated from $h = \rho \cos \theta$ as shown in Figure 2.3:

![Figure 2.13: Reflected sonar amplitude versus time in milliseconds (increasing down) and stave number (across), separated by beam sector according to frequency filtering. This example comes from an EM120 with 64 staves. The range sampling rate is 2 kHz.](image-url)
2.7 Roll, Pitch, and Yaw Compensation

As discussed in the introduction a major challenge of measuring depth from a ship is that the ocean waves cause the platform to be constantly rotating in all three directions. The geometry of the three important angles is shown in Figure 2.14. An example of a time series of pitch, roll, and heave is provided in Figure 2.15. In this case the roll angle was more than 10 degrees. If this was not corrected it would result in a depth error of more than 1 km on the outermost beam at 7 km from the nadir track line. Achieving better than 10 m of depth error on the outermost beam requires an accuracy of 0.08°. Therefore accurate bathymetry requires an accurate roll correction.

![Figure 2.14: Geometry of roll, pitch, and yaw angles for a ship.](image)

The sonar provides a real-time correction for pitch and roll angles using a vertical reference unit (VRU) that can record off vertical angles to about 0.01° accuracy. The transmit array ensonifies a narrow beam (about 1°) in the along-track direction. A pitch error of greater than about 0.5° will place the footprint in the wrong location ultimately blurring the seafloor map. The problem is corrected in real time. First the VRU records the pitch and roll angles at 10 Hz. Then the current pitch angle is sent to the sonar.
where a pitch correction is applied to the transmit array to correct for this angle. The correction to the roll angle can be performed in real time although it can also be done in post processing. Again the roll angle from the VRU is used by the sonar to correct the incidence angle relative to the true vertical. Note that since the return pulse must be recorded for several seconds, the roll correction will be time dependent. This section provides only a conceptual description of these corrections. The engineering behind this rather complicated system is marvelous and sophisticated and beyond the scope of this document.

2.8 Effects of the Sound Speed Profile

Our analysis thus far has assumed a uniform speed of sound $C_d$ in the water column, from which the beam steering is calculated. In the real world, the sound speed varies as a function of temperature and salinity, both of which change with depth. As a result, locations of depth soundings will be improperly estimated because they arrive at slightly different look angles compared to $\theta_d = \theta_{beam} + \theta_{roll}$ predicted by the beam.
steering and roll compensation, which is calculated with $C_d$.

A strategy to address this is detailed in de Moustier [1988]. In principle, the depth $H$ of a point on the seafloor may be calculated as $H(\theta) = \rho \cos \theta = \frac{C_d}{2} t \cos \theta$, where $t$ is the travel time and $\rho$ is the slant range. There are two ways in which this may be modified due to perturbations in the sound speed profile. In the simpler case, the sound speed $C_d$ is accurate except for some sound speed perturbation at the sea surface that may be measured during transit. In this case, the slant range is not affected but the apparent look angle will be bent according to Snell’s Law:

$$\frac{\sin \theta'}{C'} = \frac{\sin \theta_d}{C_d}$$  \hspace{1cm} (2.13)

As a result, the apparent depth profile is distorted to

$$H'(\theta) = \frac{C_d}{2} t \cos \left( \sin^{-1} \left[ \frac{C'}{C_d} \sin \theta \right] \right).$$  \hspace{1cm} (2.14)

We estimate the effect of this distortion in Figure 2.16, which shows the normalized water depth calculated when the surface sound velocity changes by $\pm 6.6\%$, the maximum theoretical change that could result from moving from polar to tropical latitudes [De Moustier 1988]. The difference between true and distorted look angles increases for greater angles, causing greater errors for outer beams.

In addition, there is a possibility that the default sound speed used throughout the profile is wrong, which will affect both the slant range and look angle. The strategy to address this is to compute the average speed of sound by integrating sound speed across the vertical water column:

$$C_{avg} = \frac{1}{H_0} \int_0^{H_0} C(z) dz$$  \hspace{1cm} (2.15)
The change in water depth due only to the change in slant range is shown in Figure 2.17. Curiously, changing the range shifts the depth values up or down by a constant, due to the range and depth increasing linearly with sound speed.

After computing $C_{\text{avg}}$, the true look angle of a depth sounding may be estimated once again using Snell’s Law:

$$\frac{\sin \theta_{\text{true}}}{C_{\text{avg}}} = \frac{\sin \theta'}{C'}$$  \hspace{1cm} (2.16)

In this case, the new depth profile would be calculated by replacing $C_d$ with $C_{\text{avg}}$ and $\theta$ with $\theta_{\text{true}}$ in our initial expression for $H(\theta)$. Figure 2.18 synthesizes both the distortions to the look angle and range due to changing the average sound speed.
Figure 2.17: Normalized change in water depth due to a range change of ±6.6%.

One final note is that de Moustier [1988] recommends using the harmonic mean:

\[
C_h = \left[ \frac{1}{H_0} \int_0^{H_0} \frac{dz}{C(z)} \right]^{-1}.
\] (2.17)

This yields preferable results to the standard mean because the travel time is linear with respect to slowness but not velocity.

Of course, this processing technique relies on the user obtaining an accurate sound speed profile. This may be done by deploying an XBT or CTD. However, maintaining an accurate sound speed profile during a cruise can prove difficult because of shallow depth internal waves that may alter the sound speed over timescales of tens of minutes to hours. We will discuss how to address these sound speed errors in a later section.
Thus far we have considered depth measurements collected by the multibeam sonar, but the instrument is also capable of collecting information based upon the amplitude of the returned pulse. This information is referred to as backscatter or sidescan sonar, the latter name arising from sonars employed before the advent of multibeam systems. As before, the physics behind sidescan sonar are very similar to those behind satellite radar, so the following notes are partially adapted from the Rees [2001] treatment of electromagnetic radiation, as well as the SeaBeam Theory of Operation [2000] notes.

Start by considering a flat, uniform seafloor. A transmitter at the sea surface emits a pulse and measures the echoes from the seafloor, as was the case for multibeam. However, this time we are interested in the entire time series of amplitude vs time for the returning pulse. For a featureless seafloor, we expect the peak amplitude of the returned

2.9 Sidescan Sonar

Figure 2.18: Change in normalized water depth due to a ±6.6% change in average sound speed.
pulse to occur at the first return; subsequent amplitudes will steadily decrease as governed by attenuation in the water column since they have travelled slightly longer distances. When the seafloor is non-uniform, the amplitude of the sonar echoes will deviate from uniform seafloor case depending on whether or not the energy is being reflected by a smoother or rougher patch of seafloor. Thus, we may use these echoes to characterize the roughness of the area ensonified by the ping.

There are a few shortcomings in our analysis thus far. First, we need some way of determining whether the echoes are returning from the port or starboard side of the ping. This is accomplished by considering the different pulse frequencies utilized to ensonify to different beam sectors (Figure 2.13, Table 2.2) to create two time series, one each for the echo amplitudes reflecting from the port and starboard sides of the vessel. (Incidentally, this is also how the name “sidescan” came into usage.)

We also need some way of locating the echoes in space, which we do by estimating the slant range to each point. A simple way to do this is by converting from the time difference between the outgoing and returning pulses, ie $\rho = Ct/2$ where $\rho$ is the slant range, $C$ is the speed of sound, and $t$ is time. With an estimate of slant range, we may locate the points in space depending on the shape of the seafloor. For the case of a relatively flat seafloor, the minimum range $\rho_0$ occurs at vertical incidence and each range value corresponds to a unique look angle $\theta = \cos^{-1}(\rho_0/\rho)$.

A slight complication arises when working with real data in that the sonar actually only records one look angle but many sidescan echoes per beam. As a result we must perform an interpolation to properly infer the look angle for every range echo. The rate at which the look angle changes between sidescan points depends on the slope of the seafloor. Thus, a simple method of interpolating is a linear interpolation between center beam points according to $\partial \theta / \partial \rho$. 
2.10 Range Resolution

The sonar emits a short pulse that reflects off the seafloor and returns to the hydrophone array. The amplitude vs time of the return pulse is a recording of the reflectivity of the seafloor. If adjacent reflectors appear as two distinct peaks in the return waveform then they are resolved in range. The nominal slant range resolution is $\Delta \rho = C \tau / 2$ where $\tau$ is the pulse length, and $C$ is the speed of sound in seawater. The factor of 2 accounts for the two-way travel time of the pulse.

The ground range resolution (Figure 2.19) is geometrically related to the slant range resolution by the relation

$$R_r = \frac{\Delta \rho \sin \theta}{2 \sin \theta} = \frac{C \tau}{2 \sin \theta}. \tag{2.18}$$

Note the ground range resolution is infinite for vertical look angle and improves as look angle is increased. Also note that the range resolution is independent of the depth of the seafloor $H$. The range resolution can be improved by increasing the bandwidth of the sonar. The Kongsberg EM122 multibeam employs pulse lengths of 2 ms for shallow water depths, 5 ms for intermediate water depths, and 15 ms for deep water depths. Slant and ground range resolutions for these pulse lengths are shown in Table 2.3.

![Figure 2.19: Schematic diagram of the relation between slant range and its projection on the seafloor, called the ground range. (Taken from [Sandwell et al. 2016].)
### Table 2.3: Range resolution of the Kongsberg EM122.

<table>
<thead>
<tr>
<th>Depth</th>
<th>$\tau$ (ms)</th>
<th>Slant Range (m)</th>
<th>Ground Range (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta = 20^\circ$</td>
</tr>
<tr>
<td>Shallow</td>
<td>2</td>
<td>1.5</td>
<td>4.39</td>
</tr>
<tr>
<td>Intermed.</td>
<td>5</td>
<td>3.75</td>
<td>10.96</td>
</tr>
<tr>
<td>Deep</td>
<td>15</td>
<td>11.25</td>
<td>32.89</td>
</tr>
</tbody>
</table>

#### 2.11 Real Sound Velocity Profile Examples

In previous sections we have considered the normalized depth errors due to a change in surface sound speed or average sound speed across the entire water column, but we have not obtained a reasonable estimate for the magnitude of depth errors given realistic sound velocity profiles. In this section we shall estimate depth and range errors by analyzing sound velocity profiles collected during two cruises: the RR1605 cruise south of Palau and the RR1719 cruise west of Oregon, USA. These cruises were both conducted on the R/V Roger Revelle in regions with seafloor deeper than 4000 meters using the same multibeam sonar, a Kongsberg EM122. However, the sea surface temperature varies according to region and time of year. For instance, the surface sound velocity is approximately 30°C in the RR1605 survey area and approximately 18°C in the RR1719 survey area. We compare these sound velocity profiles to mean water column profiles computed from annual measurements of ocean temperature and salinity [Levitus 1982; Dushaw et al. 1993].

We compute the depth profiles that would result from using sound velocity profiles from these cruises, assuming a flat seafloor of 4000 m water depth when the water column consists of a constant 1500 m/s sound velocity profile (Figure 2.20). The largest depth differences at nadir are approximately 20 m, or 0.5% of the water depth, which is significant. We also obtain an estimate of the magnitude of sound velocity variations over short time scales by observing the difference between the XBT and mean...
annual sound velocity profiles (Figure 2.21), which on the order of a meter.  

![Seafloor predicted by real and modelled sound velocity profiles](image)

**Figure 2.20:** Change in water depth (assuming flat seafloor of 4000 m depth) due to applying a real sound velocity profile rather than a constant 1500 m/s water velocity.

We also estimate the difference in predicted range between the XBT and mean annual sound velocity profiles (Figure 2.22). Because the instantaneous sound velocity profile during a survey may vary from the annual mean due to seasonal trends or internal waves, this gives us a rough estimate of the range error in any particular survey. Perhaps surprisingly, the range error is linear with range, because the range is linear in travel time due to the average sound speed $C_{avg}$ being essentially constant over the course of a single ping. Unfortunately, $C_{avg}$ may change with depth, so we must stress that this linear relation only holds true for a single ping. The range error will in general not be linear with range at nadir because increasing the water depth will usually increase $C_{avg}$ for large depths. However, this relationship should approach linearity as $\partial C_{avg}/\partial H$ approaches 0 for very deep water. Regardless, Figure 2.22 should give us a sufficient order of magnitude estimate for range error since there is a significant surface temperature
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Figure 2.21: Difference in water depth (assuming flat seafloor of 4000 m depth) due to applying a real or modelled sound velocity profile.

difference between the two surveys plotted.

2.12 Sidescan Data Processing

There are special considerations that must be taken into account when processing sidescan data due to it having a finer resolution than multibeam bathymetry. Whereas a bathymetry data set may have one echo for depth and look angle per beam, raw sidescan data may contain from 2-3 amplitude echoes in vertical beams to 12-16 amplitude echoes in outer beams. As a result of this, some form of interpolation is required in order to properly assign range and look angle values to sidescan echoes.

The Kongsberg EM122 does not provide range and look angle information for every sidescan echo. Rather, it provides information about which pixels reside in which beams and which pixels are the center pixels of each beam. Using this information, we
assume the center sidescan pixels of each beam have the range and look angle values corresponding to the multibeam bathymetry and perform a linear interpolation to infer the range and look angles of off-center sidescan pixels.

2.13 Conclusions

Multibeam sonar is an instrument that measures the two-way travel time of an acoustic pulse from a research vessel to the seafloor to map the seafloor. There are a few frequencies of acoustic pulses that are used by multibeam sonars, but the primary frequencies are 12 kHz and 30 kHz. Higher frequency multibeam sonars yield higher resolution bathymetry but attenuate faster in seawater. As a result, the 12 kHz sonar is ideal for mapping bathymetry deeper than 1000 m, and is tuned for mapping most regions of the open ocean, whereas higher frequency sonars are more appropriate for shallower waters.
The transmit and receiver arrays of the multibeam sonar have resolutions that are governed by Fraunhoffer diffraction, and have a fine resolution in one dimension each. The arrays are arranged perpendicular to one another in a Mills cross formation, allowing the transmit array a resolution of 1° in the along-track direction and the receiver array a resolution of 1° in the across-track direction. The nominal resolution of bathymetry collected by a 12 kHz multibeam sonar is 100-150 m dependent on depth, but this value may increase for very deep seafloor. In a single ping, the sonar emits up to nine pulses at different angles by introducing small time delays in the signals emitted by adjacent transducers; this process is known as beam steering. Likewise, the hydrophones may be filtered to distinguish the angle of incoming acoustic energy. However, beam steering requires independent measurements of the ship orientation to properly correct the angles used in beam steering for the roll, pitch, and yaw of the vessel.

In addition to bathymetry, multibeam sonars collect information on the amplitude of returning acoustic pulses and uses this information to measure the backscatter of the seafloor, known as sidescan. Unlike bathymetry, which has an across-track resolution dependent on the geometry of the array, sidescan has a range resolution dependent on the pulse length and look angle of a pulse. The resolution of sidescan is best for look angles from 15°-65° due to poor theoretical resolution at nadir and high noise at oblique angles due to longer ray paths.

Accurate measurements of the sound velocity profile are critical for collecting accurate bathymetry and sidescan data. Errors from the surface sound speed will cause incoming rays to appear to arrive from distorted look angles, leading to a warped bathymetry swath. Likewise, errors in sound speed along the ray path, modeled as an erroneous average sound speed, will cause a shift in the measured depth. The easiest way to ensure a reasonable sound velocity profile is to collect an XBT during data collection. We demonstrate that naively assuming a constant sound velocity of 1500 m/s can lead to
depth errors on the order of 20 m; proper measurements of sound speed such as collected by an XBT or CTD are required for collecting accurate bathymetry. Comparing XBT measurements to a mean annual model of sound velocity, we expect range errors on the order of a few meters for ranges between 4000-8000 m.
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Chapter 3

Seafloor Geodesy from Repeated Sidescan Sonar Surveys

3.1 Introduction

3.1.1 Summary

There is a compelling need for accurate and economical tools to be used for seafloor geodetic applications [Davis et al. 2012; Wilcock et al. 2012]. The vast majority of plate margins, specifically the subduction zones associated with megathrust earthquake and tsunami hazards, are distributed in marine environments unobservable via traditional satellite-based techniques [Spiess 1985]. Understanding the earthquake cycle along spreading ridges, transform faults, and subduction zones will require at least two types of geodetic measurements - point measurements to establish plate motions and spatially dense coverage to investigate moment accumulation rate of locked patches at the plate margins.

On land, these tools are well developed. Point measurements from GPS net-
works provide mm-accuracy, vector displacement time series [Wdowinski, Sudman, and Bock 2001], and InSAR provides spatially dense snapshots of line-of-sight deformation [Bürgmann, Rosen, and Fielding 2000]. However, these techniques make use of electromagnetic radiation which cannot penetrate the deep ocean.

There are three main classes of seafloor geodetic measurements [Bürgmann and Chadwell 2014]. First, hybrid GPS-Acoustic (GPS-A) arrays measure the relative position between three or more seafloor transponders via acoustic ranging. The location of these transponders is monitored by a ship, buoy, or wave glider whose position is in turn monitored in a global reference frame using GPS. Second, pressure sensors can be deployed to the seafloor to directly measure vertical deformation. Finally, the seafloor can be imaged using a multibeam sonar array or an active source seismic array. These data have geodetic applications when comparing repeated surveys.

GPS-A was first proposed by Spiess [1985], and has since been employed to measure tectonic motions of the Juan de Fuca plate [Chadwell and Spiess 2008], interseismic strain accumulation due to subduction offshore coastal Peru [Gagnon, Chadwell, and Norabuena 2005], as well as the coseismic [Sato et al. 2011; Kido et al. 2011] and postseismic [Watanabe et al. 2014; Tomita et al. 2015] displacement due to the 2011 $M_{\text{w}}$ 9.0 Tohoku-Oki earthquake. Analogous to terrestrial GPS, these systems can capture centimeter-scale motions at specific points, but GPS-A is hampered by the considerable expense of deploying and monitoring transponders as well as the significant ship time required to make the measurement. In contrast, multibeam sonar data are significantly cheaper to acquire and provide a denser spatial coverage like InSAR, but are significantly less accurate. Repeated multibeam surveys have mostly been used to detect large changes ($>10$ m) in bathymetry due to volcanic events [Chadwick, Embley, and Fox 1991; Fox, Chadwick, and Embley 1992; Chadwick, Embley, and Shank 1998; Caress et al. 2012]. However, the Fujiwara et al. [2011] study showed that even the 10-m accuracy of the
multibeam sonar was sufficient to provide important constraints on the very large displacement (∼ 50 m) of the seafloor associated with the Tohoku-Oki earthquake. These multibeam data were critical for understanding why the tsunami had such large amplitude.

We are investigating methods for improving the accuracy of the seafloor displacement measurement using digital image correlation [Pan et al. 2009], a technique used to measure horizontal offsets. Digital image correlation has been developed as a tool for measuring in-plane deformation with sub-pixel accuracy [Chen et al. 1993; Sjödahl and Benckert 1993]. These techniques are analogous to pixel tracking, which has been used in InSAR studies to measure ice velocities and along-track offsets for co-seismic motions [Joughin 2002].

The accuracy of a displacement measurement obtained from a correlation study is a sub-pixel quantity, but the horizontal resolution of standard multibeam bathymetry depends upon the height of the measurement platform above the seafloor. Thus, although Fujiwara et al. [2014] demonstrated meter accuracy displacement measurements from repeated multibeam surveys of shallow (∼ 1000 m) water, this may not be easily extended to water deeper than 2000-3000 m, when the resolution of multibeam increases to 100-150 m. In contrast, sidescan data, while still having an along-track resolution comparable to bathymetry, have an across-track resolution \( R_r \) of

\[
R_r = \frac{c\tau}{2\sin\theta}
\]  

(3.1)

where \( \theta \) is the look angle, \( c \) is the speed of sound in seawater, and \( \tau \) is the pulse length. (See Methods section.) Since this quantity depends upon the look angle rather than platform height, the across-track resolution of sidescan may remain on the order of the pulse length in water 4000-6000 m deep. Here we evaluate sidescan data from a 12 kHz system having a nominal range resolution of 13-64 m. Thus, we propose cross
correlating the sidescan data product of multibeam sonar systems, which should yield superior displacement measurements in at least one dimension.

There are three general sources of error that must be quantified in such an experiment: variations in the sound speed profile, uncertainty in the digital image correlation that depend on the cruise parameters of the multibeam surveys (including the ship speed and stability, the seafloor depth and roughness, and the distance between repeat tracks), and limitations of the navigational system used to locate the measurement platform. We evaluate the error associated with each source by analyzing data from two cruises, the 2003 survey CNTL15RR collected approximately 2500 m above the young, lightly sedimented seafloor on the flank of the Juan de Fuca Ridge, and the 2010 survey MV1011 collected approximately 4300 m above old, heavily sedimented seafloor 300 nautical miles offshore Southern California.

3.1.2 Sound Speed Errors

We address concerns of sound speed variations with the following thought experiment. Consider the area of seafloor ensonified by right- and left-looking pings from a multibeam sonar (Fig 3.1a). We assume the most likely source of sound speed variations is due to internal waves in the upper water column. Such waves have a period on the order of tens of minutes, far greater than the duration of a single ping. Thus, we posit that at any given moment of time the sound speed perturbation appears to be a horizontal layer, as shown in Fig 3.1b. This has the effect of introducing a time delay into the signal relative to the expected ping duration, similar to if the platform had moved vertically some distance $\Delta H$.

Due to the even symmetry of this model, we expect the apparent horizontal motion of the port and starboard seafloor to cancel one another. This expectation is routinely
applied to address variations in sound speed velocity in high-precision GPS-Acoustic surveys [Spiess et al. 1998]. The primary difference between GPS-Acoustic studies and repeat cross-correlation studies is that apparent horizontal motions due to sound speed velocity variations are averaged out over the time domain in the former and the spatial domain in the latter.

![Figure 3.1](image)

Figure 3.1: Schematic cross-section of a single multibeam ping ensonifying an area of seafloor (a), and its apparent change due to the injection of a horizontal layer of “slow” sound speed water near the sea surface (b).

### 3.1.3 Image Correlation Errors

We assess the accuracy of the digital image correlation operation by applying it to sets of repeated sidescan sonar surveys, which have similar geometries in a single locale and consist of tracks collected in the same direction. We extract raw sidescan amplitudes from instrument-generated data files using the MB-System software package [Caress and Chayes 1996] and rotate them into a coordinate frame with axes aligned with the along-track (azimuth) and across-track (range) directions. We then create grid files of the surveys using the Generic Mapping Tools software [Smith and Wessel 1990]. We then calculate the normalized cross-correlation between the grids, estimating the offset as the location of peak correlation coefficient [Pan et al. 2009].
We analyze repeated multibeam tracks from the CNTL15RR and MV1011 cruises. These tracks are separated only by at most a few days of time; any deformation that may have occurred is thus negligible. We estimate the displacement accuracy by injecting an artificial horizontal offset in the repeat data and comparing the estimated offset with the injected offset. We repeat this process many times, analyzing the residuals between the injected and measured offsets to assess the accuracy and precision of this methodology.

In this way, we may begin to assess the relevance of various cruise parameters to this type of experiment. Of particular interest is the ship speed and stability during data collection, as well as how closely the tracks are repeated. These parameters should directly affect the distribution of soundings on the seafloor, as well as the coherence between repeat surveys. Also of interest are the seafloor characteristics; rougher seafloor should presumably lead to a higher correlation.

3.1.4 Navigation Errors

The multibeam sonar precisely measures the range to seafloor reflectors; such a relative measurement is only as accurate as our knowledge of the location of the instrument platform. Multibeam sonars generally rely on information from the ship navigation and motion reference unit to locate points on the seafloor. We evaluate the precision of the ship navigation by comparing it to independent location measurements collected during the CNTL15RR cruise, and apply the improved navigation to the associated sidescan data to assess its affect on the image correlation experiment.
### 3.2 Image Correlation Tests

#### 3.2.1 CNTL15RR Cruise

A 2 day survey designed to assess the feasibility of creating synthetic aperture sonar (SAS) images from multibeam sonar data collected in regions with deep (∼3000 m) seafloor (Fig 3.2) was conducted in 2003 as part of the CNTL15RR cruise aboard the R/V Roger Revelle. The survey consisted of 6 tracks, denoted EXP01 through EXP06, in two sites, across the Juan de Fuca Ridge axis and off the ridge flank. Data were collected at slow ship speeds using a Kongsberg EM120 multibeam system.

Of the 6 multibeam tracks collected, EXP01 and EXP03 were collected above the Juan de Fuca Ridge axis with the intent of forming a synthetic aperture above young, rough seafloor. These data were collected at a speed of 0.5-1.5 knots and a heading of 277 degrees and are a close repeat with a baseline of 1 m on average for 6 km of track length. We calculate an estimate of the signal and noise between these tracks by computing their sum and difference. The sum (Fig 3.3) shows a coherent mottled texture, and the difference shows a speckled pattern with little structure and relative amplitude about 25-50% of the coherent signal. The experiments had minor difficulties maintaining a constant heading due to persistent winds and currents from the north, but most correlation errors are likely due to the EM120 yaw stabilization being set to filtered heading during EXP01. As a result, the orientation of the pings in EXP01 was dependent upon the orientation of the ship at the time of transmission rather than upon a user-specified orientation. The yaw compensation of EXP03 was set to 273 degrees to most closely match the heading of EXP01 while accounting for systematic biases between the ship gyro system and the PHINS INU.

The EXP02 and EXP04 through EXP06 tracks were collected on the cleft flank of the Juan de Fuca Ridge near (44°42.75’ N, -130°02.59’ E). These surveys were designed
Figure 3.2: Regional topography of the CNTL15RR cruise in meters. The red dashed line marks the location of the Juan de Fuca Ridge. Locations of repeated tracks are displayed in black, with ensonified areas in yellow.

to compliment the ridge axis surveys by forming a synthetic aperture above relatively older, more sedimented seafloor. The EXP02 track was collected at a speed of 0.5-0.6 knots and a heading of 290 degrees controlled by the manual yaw stabilization. The remaining tracks were collected with the intent of repeating the EXP02 track, but were met by various difficulties. Inclement weather during EXP04 and EXP05 rendered the ship unable to maintain a steady track at such a slow ship speed; to compensate the ship speed was increased to 1.2-1.5 knots. To ensure the pulse frequency of the sonar remained below the pulse repetition frequency theoretically required for successfully forming a synthetic aperture the beam width was narrowed such that the maximum allowed range was 3800 meters. As a result, EXP04 and EXP05 have drastically reduced coverage, and the coverage preserved is exclusively of the near-vertical beams unsuitable for digital image correlation due to their poor range resolution. The EXP06 track is a high-quality repeat of EXP02 since it was collected with the same heading and ship speed with a small baseline offset averaging 3 m, but is only 1 km long due to time constraints during the
Figure 3.3: Sum (left) and difference (right) of the EXP01 and EXP03 sidescan tracks. The data have been rotated into a coordinate frame of range and azimuth, both in m.

survey. The horizontal lineations across the sidescan data (Fig 3.4) are sharp in the range direction, which aids in the cross-correlation. In addition the noise between surveys is small relative to the noise between EXP01 and EXP03.

Figure 3.4: Sum (left) and difference (right) of the EXP02 and EXP06 sidescan tracks. The data have been rotated into a coordinate frame of range and azimuth, both in m.
3.2.2 MV1011 Cruise

The MV1011 cruise was conducted in 2010 offshore of Southern California in the vicinity of 124°W, 32.25°N using the Kongsberg EM122 multibeam array aboard the R/V Melville (Fig 3.5). The seafloor in this region is approximately 4300 m deep, being old and far from any spreading ridges. Presumably from its age, it is also heavily sedimented, although it displays a well-defined abyssal hill fabric oriented North-South. This is advantageous since the fabric manifests perpendicular to the range direction in the sidescan plots (Figs 3.6 and 3.7). The survey was collected at speed of 3.2-3.5 knots, and includes 5 sections of track that repeat in two regions offset by approximately 2 km. The tracks that repeat one another are approximately 20 km long and separated by 2 m on average in the across-track direction. Denoting the successive repeated tracks MV11A through MV11E, MV11B and MV11D repeat in the eastern section and the remainder in the western region. All of the tracks maintain a stable heading, although this heading is not necessarily in the direction of the track. Nevertheless, the stability of the heading means that we may easily correct for any resulting yaw biases. These tracks have a range sampling on the order of a meter, but an azimuth sampling between 30 and 40 meters due to the faster ship speed compared to the CNTL15RR survey.

Although the ensonified areas of the western and eastern tracks show significant overlap, we do not perform correlation between the two sets for two reasons. First, the track headings are out of phase by approximately 180°, which may introduce unwanted errors due to the relative difference in the phase center of the multibeam array. Second, the 2 km offset between regions would likely reduce correlation significantly due to reflectors on the seafloor being observed by significantly different look angles. The error contributions of both of these effects will need to be quantified in the future, but the MV1011 survey is not ideal for such a study since the contributions cannot be isolated.
3.2.3 Results

We perform cross-correlation of repeated raw sidescan tracks in the CNTL15RR and MV1011 surveys, injecting offsets in both the azimuth and range directions ranging from $-10 < x < 10$ m with 1 m increments. After estimating the displacement, we difference the measured and injected offsets to obtain a set of residuals with which to assess the efficacy of this method (Fig 3.8 and Table 3.1). For the cross correlation, the CNTL15RR tracks were gridded at a resolution of 20 m in both the azimuth and range directions. The MV1011 tracks were gridded at 120 m in the azimuth direction, owing to the scarcer ping spacing, and 20 m in the range direction. The residuals are precise to the scale of decimeters to meters, but show systematic biases on the order of meters to tens of meters.
Table 3.1: Statistics of the residuals obtained by differencing the measured and predicted offsets obtained by performing cross correlation on the whole data sets. CNTL15RR tracks EXP01-EXP06 were gridded at 20 m in both the azimuth and range directions. MV1011 tracks MV1011A-MV1011D were gridded at 120 m in the azimuth direction and 20 m in the range direction.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Max Correlation</th>
<th>Azimuth Residual Mean (m)</th>
<th>Range Residual Mean (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP01/EXP03</td>
<td>0.58</td>
<td>2.55 ± 1.93</td>
<td>0.07 ± 0.75</td>
</tr>
<tr>
<td>EXP02/EXP06</td>
<td>0.80</td>
<td>1.01 ± 1.67</td>
<td>−3.14 ± 0.76</td>
</tr>
<tr>
<td>MV1011A/MV1011C</td>
<td>0.90</td>
<td>43.92 ± 3.21</td>
<td>−5.54 ± 0.57</td>
</tr>
<tr>
<td>MV1011B/MV1011D</td>
<td>0.90</td>
<td>−36.79 ± 0.73</td>
<td>3.09 ± 0.25</td>
</tr>
</tbody>
</table>

3.3 Navigation Tests

3.3.1 Navigation Data

The location of the vessel is measured using the shipboard navigation, which depends upon a single-frequency GPS receiver processed using the P-code protocol (PC). During the CNTL15RR cruise, three additional dual-frequency GPS receivers were deployed aboard the vessel to serve as a complimentary location feed. From these dual-frequency GPS locations, we infer the orientation of the ship independent of the
onboard motion reference unit and define a body frame through which we may accurately track the location of any specific point during the experiment. In particular, we are interested in the location of the center of gravity of the vessel (CG) and the location of the transmitter array (TX). For the following analysis, we shall be analyzing the location of the vessel during a two-hour window of the EXP03 repeat survey.

### 3.3.2 Location Differences

The locations of TX (based on dual-frequency GPS) and PC (based on single-frequency GPS) during the EXP03 survey are plotted in Fig 3.9. We take the difference between these time series and CG to analyze changes in relative position within the body frame of the ship. TX and PC have standard deviations of approximately 15 cm and 2 m, respectively (Table 3.2). However, the single frequency ship navigation appears to drift with respect to the body frame defined by the dual-frequency receivers on the order of 1 m/hr, as demonstrated by the apparent shift in the location of PC (Fig 3.10). The actual precision of PC is over-estimated by the standard deviation due to this drift, and is likely closer to \(\sim 50\) cm.
Figure 3.8: Absolute values of residuals obtained from correlation experiments comparing injected and measured displacements. Mean error and 2σ values are plotted for each experiment.

Table 3.2: Position differences and absolute distances between reference points as measured by dual-frequency GPS units.

<table>
<thead>
<tr>
<th>Points</th>
<th>E-W Position (m)</th>
<th>N-S Position (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TX - CG</td>
<td>14.133 ± 0.067</td>
<td>−0.692 ± 0.132</td>
</tr>
<tr>
<td>PC - CG</td>
<td>14.783 ± 1.719</td>
<td>−1.341 ± 0.945</td>
</tr>
</tbody>
</table>

We repeat the digital image correlation procedure for EXP01 and EXP03 using the locations of CG as measured by the dual-frequency GPS units (Table 3.3). The residuals of the reprocessed results show a smaller mean and larger standard deviation in both the azimuth and range direction.

3.4 Discussion

We derive our estimate of the accuracy and precision of the displacement measurement between two surveys as the mean and standard deviation of the residuals (Table
Figure 3.9: EXP03 track as recorded by TX (blue) and PC (orange). Boxed sections are zoomed into to demonstrate instrument drift.

Table 3.3: Statistics of the residuals obtained by digital image correlation for EXP01/EXP03, varying navigation data used for processing. Tracks were grid-ded at 20 m.

<table>
<thead>
<tr>
<th>Navigation</th>
<th>Max Correlation</th>
<th>Azimuth Residual Mean (m)</th>
<th>Range Residual Mean (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>0.58</td>
<td>2.55 ± 1.93</td>
<td>0.07 ± 0.75</td>
</tr>
<tr>
<td>CG</td>
<td>0.55</td>
<td>0.48 ± 4.52</td>
<td>0.01 ± 1.66</td>
</tr>
</tbody>
</table>

3.1, Fig 3.8). The first-order estimate of the accuracy of this method comes from the mean of the residuals since any biases in the data will cause the mean to deviate from zero. We observe biases on the order of meters that increase by an order of magnitude in the along-track (azimuth) dimension at faster ship speeds. The large (>30 m) azimuthal biases of the MV1011 residuals may result from the lower ping density arising from these faster surveys. There is likely a shift in the ping locations along track between the two surveys, resulting in the surveys ensonifying slightly different portions of the seafloor within the same area. Increases in range bias due to ship speed are not directly observed, since the echo density depends upon the sampling rate in the range direction rather than the ship speed. However, we predict faster ship speed could cause decorrelation between tracks if the ping shift is greater than half the wavelength of the measured features; this
would adversely affect both the azimuth and range accuracy.

Observed biases may be partially due to variations in the sound speed profile between surveys. Such variations have been previously observed [Spiess et al. 1998], but on the order of decimeters. In addition, we expect the apparent displacements from sound speed variations to mostly cancel due to symmetry. These errors are likely due to shortcomings of the ship navigation since updating the navigation with locations constrained using a trio of dual-frequency GPS receivers significantly reduced the biases observed in the EXP01/EXP03 tracks (Table 3.3). This is consistent with a drift we observed in the single-frequency ship navigation, which is on the order of meters per hour. This drift is likely due to changing electron content in the ionosphere, and probably contributes to a significant portion of the error observed in the correlation experiment. Although errors
introduced by these effects may not be crippling for most marine applications, they are large enough that a single-frequency GPS is insufficient for geodetic applications at sea.

The precision of these measurements may be estimated from the standard deviation of the residuals, and lies within the range of 0.5-2 m in the range dimension and 1-10 m for the azimuthal direction (Fig 3.8 and Table 3.1). This difference in precision is expected due to the inherently higher resolution of sidescan sonar in the range direction, especially at faster ship speeds. We interpret the improved range precision of the MV1011 tracks as due to the lineations parallel to the range dimension, which provide a distinct signal in the correlation. Geodetic measurements at this precision should be sufficient to measure displacement due to offshore earthquakes, but only once the biases due to ship speed and navigation constraints have been minimized. Even with minimal bias, signals such as plate motions would require long periods of time between measurements. Since measurements are more accurate in the range dimension, we recommend conducting at least two orthogonal surveys in an area of interest, one for each horizontal dimension.

The seafloor roughness does not seem to play a large role in the displacement precision since tracks over smooth seafloor such as EXP02/EXP06 produce displacement measurements roughly as precise as tracks over rougher seafloor. This phenomenon has been previously observed by Schreier et al. [2000], who posited that the long wavelength features contribute the largest component of the correlation. We verify this explicitly by computing the coherency spectrum for each pair of repeated tracks in the across-track (range) dimension (Fig 3.11). In each case the coherency is highest at low wavenumber (long wavelength) and falls to a noise floor at higher wavenumbers (short wavelengths). We attribute more gradual decline of the MV1011 spectra to a more even frequency distribution arising from the lineations parallel to the range dimension. The approximate wavelength at which 3 of the 4 coherency spectra fall below 0.2 is 100 meters, or 5 pixels since all of the grids considered in this study have a range cell size of 20 m. This
may seem unintuitive since the high contrast from the high-frequency signal of a rough seafloor should presumably create a higher correlation, but in practice these features are also more susceptible to random noise.

![Coherency spectra in the across-track (range) dimension, computed for each pair of repeated tracks.](image.png)

Figure 3.11: Coherency spectra in the across-track (range) dimension, computed for each pair of repeated tracks.

These measurements are limited by the quality of the seafloor model used to define the range parameter. For these studies a flat seafloor model has been sufficient, but in areas with sufficient relief it may be necessary to define a more rigorous range coordinate. In addition, these measurements must still be converted to a geographic coordinate frame; they are thus limited by the quality of the digital elevation model used in the conversion. Note however that multibeam is somewhat unique in that the bathymetry data product may serve this role. There is also some ambiguity in how the measurements from this study would map into the geographic coordinate frame since
they are derived from data on both the port and starboard of the vessel. However, this ambiguity could be resolved by correlating smaller data subsets, which would also allow us to more easily discard lower quality data such as those near vertical incidence. We have yet to implement a code to perform this either of these operations.

Unfortunately, the cross-correlation is dependent upon the gridding parameters used to process the data. The grid cell size should be large enough to include multiple samples, which are then averaged to reduce noise. However, cells that are too large are less sensitive to the displacements we wish to measure. The cell size in the range dimension is primarily governed by the sampling rate of the instrument, while the azimuthal cell size is governed by the ping spacing, a function of the ship speed. While we expect the slower surveys to have better accuracy in the azimuthal direction due to denser pings, we do not observe this effect. This is likely due to the unstable heading of the ship at such slow speeds, which causes the pings to have variable density. It is thus just as important that a multibeam survey have a steady orientation as a slow speed for geodetic application.

3.5 Conclusions

We measure simulated seafloor displacement using repeated sidescan sonar surveys. From a platform height of 3-4 km and a ship speed of 0.5-3.5 knots, we are able to measure displacements accurate to tens of meters in the along-track (azimuth) direction and meters in the across-track (range) direction, an improvement over the previous Fujiwara et al. [2011] study of approximately one order of magnitude. These measurements are limited by the accuracy of the shipboard navigational system, which may be accurate to $\sim 10$ cm if it utilizes a dual-frequency GPS. Single-frequency GPS units drift on the order of meters per hour and are thus not sufficiently accurate to be applied for geodetic
purposes.

The greater accuracy and precision of these measurements in the range dimension has direct implications for the orientation of the optimal survey layout. It is easier to measure the expected deformation in the across-track direction or some component thereof. Taking the example of surveying a subduction zone, we recommend collecting at least two tracks of data, which are oriented either parallel or at angles to the trench, rather than one track across the trench.

For this experimental setup to work, the survey must be collected at a stable heading and relatively slow speed. In addition, it is important to keep a careful record of the original survey so that it may be closely repeated at a later time. However, since this experimental setup makes exclusive use of equipment already available on most research vessels (except dual-frequency GPS), it presents an economical alternative to more traditional seafloor geodetic methods and may be implemented in conjunction with a wide variety of other seagoing research.

### 3.6 Appendix: Methods

#### 3.6.1 Overview

We solve for the displacement between two multibeam surveys by computing the correlation between them. This method has been previously applied to measure vertical bathymetry changes due to submarine volcanic eruptions [Fox, Chadwick, and Embley 1992; Chadwick, Embley, and Fox 1991; Chadwick, Embley, and Shank 1998; Caress et al. 2012]. In addition, analogous correlation techniques have been used to measure horizontal displacements [Fox, Chadwick, and Embley 1992; Fujiwara et al. 2011]. However, all of these previous studies have only considered the bathymetry product from
the multibeam sonar; our innovation is applying these techniques to the sidescan data produced alongside the bathymetry.

3.6.2 Sidescan vs Multibeam Resolution

What makes sidescan attractive for use in these types of correlation studies is its resolution. The azimuth and range resolution (roughly corresponding to the along-track and across-track resolution) of multibeam bathymetry are governed by Fraunhofer diffusion, which simplifies to

\[ R_f = \frac{\rho \lambda}{L} \] (3.2)

where \( R_f \) is the resolution, \( \rho \) is the slant range, \( \lambda \) is the pulse wavelength, and \( L \) is the aperture length. This is sub-optimal because the parameter \( \rho \) is dependent upon the depth of the seafloor.

In the case of sidescan, only the azimuth resolution is governed by Fraunhofer diffusion; the range resolution is

\[ R_r = \frac{c \tau}{2 \sin \theta} \] (3.3)

where \( \theta \) is the look angle, \( c \) is the speed of sound in seawater, and \( \tau \) is the pulse length.

For reference, a Kongsberg EM120 multibeam sonar, which has a pulse length of 15 ms and an aperture length of 7 m, may have a bathymetry resolution of 100-150 m in both the along-track and across-track directions for seafloor of approximately 3000 meter depth. The range resolution of the corresponding sidescan would be an undefined quantity at vertical incidence, but improve to about 65 m for a look angle of 10° and 13 m at 60°. As a result, sidescan data offers superior resolution in at least one dimension.
3.6.3 Constructing Coordinate Axes

The EM120 has 9 cross-track sectors that are constrained by both the direction and carrier frequency of the outgoing pulse. The raw sidescan amplitudes do not have specific range values given by the instrument. Rather, there is information about the sector each pixel falls into and the range of each sector’s center pixel. We wish to construct a simple range model, but the given center pixel associated with the minimum range may not correspond to the actual pixel with minimum range because there can be many pixels with irregular spacing in a given sector. We solve for the center pixel explicitly by fitting a linear trend to the sets of center pixel ranges of the port and starboard beams. The center pixel corresponds to the minimum where these two trends intersect. From the location of the center pixel, we may define a coordinate frame of relative ranges by incrementing the range of any adjacent pixels by a factor of $c/2\nu$, where $c$ is assumed to be 1500 m/s, and $\nu$ is the sampling rate. Although this exercise does not yield absolute ranges, we may use it to easily construct ranges for a given seafloor model, which for the purposes of this paper will correspond to a flat seafloor of depth $H$.

We define the along-track, or azimuth, coordinate using locations recorded by the ship navigation system every ping. To create a consistent coordinate axis, we define an ideal repeat track line by performing a least squares fit on the locations recorded in both surveys. The critical information is then contained within the displacement vector between the ships location and an arbitrary reference point along the ideal repeat track. Decomposing this displacement vector into components parallel and perpendicular to the ideal repeat track yields the azimuth coordinate we desire and a location bias, which we refer to as the sway. Of course, the magnitude of the azimuth depends strongly on the location of the reference point; we prefer to choose a point sufficiently far from the ship surveys such that the sway is much smaller in magnitude than the azimuth in an effort to minimize distortions in the coordinate.
3.6.4 Coordinate Axis Corrections

Once we have defined the range and azimuth coordinates, we must align the tracks by correcting their coordinates based upon deviations in the ship position and orientation from the heading and location presumed by the ideal repeat track. In the following section, we shall define 2 such corrections based upon the sway (horizontal across-track motion) and yaw (heading). Presumably, there are analogous corrections for the surge, heave, roll, and pitch, but we shall not be taking these into account for the following reasons. The surge correction is somewhat trivial in that it is parallel to the azimuth coordinate. Corrections to the heave are analogous to variations in tidal height as well as sound speed in the upper water column. The roll (side-side rocking of the vessel), while critical for forming the multibeam bathymetry, is unnecessary for sidescan for similar reasons as the surge; our definition of the look angle is arbitrarily dependent upon whatever model we use to describe the seafloor. The pitch (fore-aft rocking) can vary on timescales shorter than the length of a ping, and is thus an ill-posed correction.

The sway correction accounts for strictly lateral deviations of the ship location from the ideal repeat track for a given azimuth. These deviations are easily measurable while creating the azimuth coordinate frame, and will always be present since perfectly repeating ship tracks are nominally very difficult, if not impossible, to obtain.

The need for the correction then arises since the range is taken at face value to be from the ideal ship track, but in this case would mis-locate the reflectors by the ship sway $\Delta r$. The magnitude of the correction $\Delta \rho_h$ may be calculated by making a parallel ray approximation, allowing us to write the relationship
\[ \Delta \rho_h = \Delta r \sin \theta \]  \hspace{1cm} (3.4)

\[ \cos \theta = \frac{H}{\rho} \]  \hspace{1cm} (3.5)

By this relationship, we see that the sway increases the range from the ideal repeat track line to reflectors on the same side as the offset, and decrease the range to reflectors on the opposite side. This may easily be verified qualitatively by inspection of Figure 3.12.

Figure 3.12: Schematic diagram of the range correction required to account ship sway. The ideal uncorrected range measurement is shown by the thick lines, which are offset from the actual measurements shown by the dashed line by some distance \( \Delta r \). For the correlation between the repeated tracks, we require the corrected ranges from the ideal ship location along the repeated track and the actual reflectors, shown by the thin solid lines. The ship track is into the page.

We must also account for variations in the ship heading. Nominally, the range coordinate is orthogonal to the azimuth coordinate, which in turn is parallel to the ideal repeat ship track. However, the range is actually perpendicular to the instantaneous heading of the ship; deviations of this from the ideal track will rotate the range axis, causing the reflectors sensed by the array to be mis-located in both azimuth and range.
For a given reflector measured by a ship with yaw deviation \( \alpha \), we may form a right triangle with the measured range to the reflector as the hypotenuse and the azimuth correction and corrected range as the legs (Fig 3.13). We may then write the range correction as

\[
\cos \alpha = \frac{(\rho + \Delta \rho_\alpha) \sin \theta}{\rho \sin \theta} \tag{3.6}
\]

\[
\Delta \rho_\alpha = \rho \left( \sqrt{\sin^2 \theta \cos^2 \alpha + \cos^2 \theta - 1} \right) \tag{3.7}
\]

Note that the range correction is by definition always negative. In addition, we are implicitly assuming that the look angle of the corrected range is approximately equivalent to the look angle of the actual range. This should be reasonable as long as \( \alpha \) is sufficiently small. The corresponding azimuth correction is

\[
\Delta a_\alpha = \rho \sin \alpha \sin \theta \tag{3.8}
\]

The azimuth correction will be positive on one side of the ship and negative on the other side.

The errors due to horizontal baseline shifts display an odd symmetry that causes them to map directly as an apparent horizontal shift of the seafloor. Luckily, this baseline is easy to measure as it can be directly solved for alongside the azimuth coordinate. Another reason why the horizontal baseline contributes a larger error is due simply to the difficulty of exactly repeating ship tracks. This correction is bounded by \( \Delta r \), which could easily be many tens or even hundreds of meters.

The corrections due to the orientation of the vessel are remarkably similar, showing similar magnitudes for the azimuth and range corrections. The range correction due
to the orientations show an even symmetry, and may have a magnitude of a few meters to a few tens of meters, assuming a range on the order of 5000 m. The azimuth correction is much larger in magnitude, being on the order of a few tens to hundreds of meters, and rotating the coordinate frame.

However, it may not always be necessary to apply the correction for the ship’s heading, as the sonar has a yaw stabilization system that, when operating, automatically aligns the ping with the average course of the ship, eliminating the need for this correction. In addition, it may be unreasonable to apply a correction due to the pitch, which varies on the order of seconds and goes through multiple cycles over the course of a single ping.

### 3.6.5 Data Correlation

Before performing cross-correlation on the two data sets, we must first transcribe them into coregistered grid files. We do so using algorithms from the Generic Mapping Tools (GMT) programming suite [Smith and Wessel 1990]. We first mitigate the effects of any outliers by performing a blockmedian, which returns the median amplitude of the pixels that fall within grid cells defined by the user. We may then create the grid using
the algorithm xyz2grd. During this process, the grids are coregistered as long as they have the same bounds and cell size; both are easy for the user to manipulate.

Alternatively, grids may be generated using the GMT algorithm surface, which uses a tension spline to fit the data. Using this method, we recommend a tension factor of 0.4 for gridding sidescan data, as opposed to the tension of 0.35 recommended by Smith and Wessel [1990] and used by Fujiwara et al. [2011]. We have also found our best results by using a convergence limit of 0.08 to prevent the spline from introducing high frequency noise into the grid.

We calculate the normalized cross-correlation criteria, as it has been shown to be the most stable correlation criterion [Pan et al. 2006]. We compute the cross-correlation for pixel offsets within a user-defined search radius of some initial guess of deformation [Pan et al. 2009]. We define the displacement between the two surveys as being the displacement that yields the maximum correlation [Sjödahl and Benckert 1993]; by fitting an appropriate function to the correlation peak we may obtain the displacement to sub-pixel accuracy. We have found an appropriate model to be that of a Gaussian peak, as long as we only consider points in the neighborhood of the maximum. Coincidentally, only having to compute the correlation in the neighborhood of the peak drastically reduces the required computation time. This method is easily able to discern sub-pixel offsets, but is subject to a few limitations, the most obvious being that the user must have an appropriate guess before running the algorithm. A more subtle limitation is that this algorithm is most sensitive to displacements near the initial guess. As the guess may be iteratively improved, this algorithm is least accurate for offsets exactly halfway between pixels.
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Chapter 4

Seafloor Geodesy from Repeated Sidescan Sonar Surveys: Optimal Survey and Processing Parameters

4.1 Introduction

Among the great geodetic challenges in Earth science is the problem of seafloor geodesy. Offshore earthquakes, volcanoes, and landslides can cause displacements on the meter scale or larger but are difficult to measure directly because the microwave signals that enable the collection of GPS and InSAR data cannot penetrate deeper than a few millimeters in seawater. As a result, specialized tools have been developed specifically to measure displacement on the seafloor, the most accurate of which are GPS-Acoustic and Bottom Pressure Recorders [Bürgmann and Chadwell 2014]. While these measurements are accurate to the centimeter scale, they are limited in that they are point measurements. Another instrument that may be used for seafloor geodetic application is the multibeam sonar, which collects bathymetry measurements in a broad swath beneath a research
The method for measuring seafloor displacement with a multibeam sonar involves collecting repeated surveys of a patch of seafloor. Displacement between the surveys may be calculated via the normalized cross-correlation between surveys. The offset that yields the peak correlation coefficient is our desired measurement. The precision of a displacement calculated in this way is a sub-pixel fraction of the data resolution; a 12 kHz multibeam sonar has a bathymetry resolution on the order of 100-150 m for seafloor depths of approximately 3000 m, so it is possible to resolve displacements on the order of 10 m. This is less accurate than the displacements measurable using GPS-Acoustic or Bottom Pressure Recorders, but the multibeam bathymetry covers a far greater area of seafloor than these instruments, which yield point measurements.

Previous studies have employed differential multibeam bathymetry to measure the seafloor displacement across the Japan Trench due to 2011 $M_{w}$ 9.0 Tohoku-Oki earthquake in the regions offshore Miyagi [Fujiwara et al. 2011] and Sanriku [Fujiwara et al. 2017]. These studies were able to identify the distribution of surface displacement with an accuracy on the order of 3-20 m. A study by DeSanto et al. [2016] proposed using digital image correlation on sidescan sonar rather than multibeam bathymetry. The accuracy of such measurements is a sub-pixel fraction of the data resolution. Thus, the theoretical displacement resolution obtained from image correlation of sidescan data should be superior to that obtained from multibeam bathymetry because the resolution of sidescan is constant in slant range and thus independent of seafloor depth; contrast with multibeam bathymetry resolution which becomes coarser in deeper waters. In addition, the sidescan data are less sensitive to roll biases than multibeam bathymetry. The DeSanto et al. [2016] study estimated a displacement precision of 0.75 m in the range dimension by analyzing legacy multibeam sidescan data from cruises in offshore Cascadia and Southern California. However, that study was unable to quantify the contribution of the
correlation algorithm, navigation, and sound speed profile to the measurement uncertainty or how these uncertainties are impacted by survey design.

There are few requirements to be able to collect a displacement measurement using sonar data. The key experiment design involves returning to a previously surveyed region to collect a second data set of bathymetry and sidescan utilizing the same geometry as the older survey. In order to facilitate a valid cross-correlation between the reference and repeat surveys, we need sufficient information about the ship location and sound velocity profile for both surveys. The ship location is required to properly locate any patch of seafloor in space since the research vessel acts as the reference from which ranges are measured. Ideally the ship navigation has been post-processed using a technique such as Precise Point Positioning (PPP) as shown in DeSanto et al. [2018], but the real-time solution of a dual-frequency navigation system such as the Kongsberg Seapath 330+ is sufficient to eliminate receiver drift on the order of 1 m/hr due to variations of total electron content in the ionosphere. An appropriate sound velocity profile is required to properly perform raytracing when solving for the range of any sonar echo; poor constraints on the sound velocity can result in up to a few meters of range error as well as a poorly constrained look angle.

We seek to clarify the accuracy of displacement measurements from repeated sidescan surveys attainable given a wide variety of acquisition parameters. Some parameters, such as the ship speed and seafloor depth, influence the along-track sounding density on the seafloor with slower speeds and shallower depths allowing for a greater sounding density and thus more precise measurement. Sonar frequency and bandwidth affect sounding density in the across-track direction but also influences the swath width, with higher frequencies reducing the range of look angles from which data may be collected with an acceptable noise level.

The track separation of the repeated tracks may play a significant role as the
different ship locations will modify the range and look angle to reflectors on the seafloor between tracks as explained in Chapter 3 [DeSanto, Sandwell, and Chadwell 2016]. Likewise, the quality of our knowledge of the ship position during acquisition places bounds on how well we may locate a patch of seafloor due to the sonar ranges being relative to the vessel.

In addition to testing these parameters we include general tests of the displacement estimation. The first of these tests is to process a pair of sidescan tracks in which the repeat track of data has the opposite heading as the reference track. The second of these tests is a closure test to determine if the solutions obtained from pairs selected from a trio of repeated tracks are self-consistent.

We also include a discussion of the sensitivity of the data to perturbations of the sound velocity profile, as this informs our processing structure.

In this study we consider data from four cruises: Roger Revelle, 2016, Leg 5 (RR1605), Sally Ride, 2017, Leg 4 (SR1704), Okeanos Explorer, 2010, Leg 6 (EX1006), and Okeanos Explorer, 2015, Leg 5 (EX1505). The RR1605 and SR1704 cruises contain pairs of repeated tracks and act as calibration experiments designed to explore the dependence of the displacement measurement upon various acquisition parameters. The EX1006 and EX1505 cruises share a similar transit and thus serve as an example for how such surveys may be collected in practice. The Okeanos Explorer employs a 30 kHz Kongseberg EM322 multibeam instead of the 12 kHz EM122 used by the other vessels, so these cruise provide an opportunity to test the effects of sonar frequency on positioning accuracy.
4.2 Processing Methods

Our data consists of two multibeam sidescan tracks that have been collected in the same area at different times. These tracks are close repeats with similar heading and location, and are ideally collected at the same speed with similar instruments so that they have comparable data density. For this analysis we consider 4 variables present in the sidescan data. The fundamental data we observe is the amplitude, or backscatter, of the sidescan echoes. Each ping consists of many points of amplitude, each with a unique look angle $\theta$, measured from vertical, and range $\rho$, the distance between the sonar and the point on the seafloor from which the echo reflected. For 12 kHz multibeam sonars, the range resolution is 11.25 m. Amplitude points in a single ping are arranged roughly across track; we log the position of each ping with a value called the azimuth, the along-track distance from a shared reference point.

Multibeam and sidescan data are collected in “pings”, which consist of chirp pulses emitted by the sonar; reflections of a single pulse from the seafloor are logged before another pulse is emitted. Although each ping contains bathymetry and sidescan information, sidescan data have a finer resolution than the bathymetry. This oversampling means we must interpolate bathymetry data for an appropriate model of range and look angle (required to correct the sidescan range for baseline separations between the reference and repeat tracks) for sidescan amplitudes. Thus, the zeroth step for the sidescan processing is to process the bathymetry; we do so using the MB-System software [Caress and Chayes 2015]. At this stage we implement appropriate sound velocity profiles, tidal corrections, and navigation corrections if possible.

Data processing for the sidescan tracks follows the methodology described in DeSanto et al. [2016]. First, we rotate the repeated tracks into a consistent coordinate frame of range and azimuth, correcting for across-track and heading deviations from a
reference ship track. Second, we create grid files of backscatter amplitude as a function of range and azimuth. The sum and difference of an example pair of gridded sidescan data is shown in Figure 4.1. The sum of the sidescan grids shows the detailed backscatter of the seafloor while the difference resembles a random noise distribution, showing that that a cross-correlation between the reference and repeat is well-founded. The range displacement of the port and starboard grids is computed independently by solving for the pixel offset that yields the maximum of a normalized cross correlation function, yielding a single displacement for each side. After estimating the port and starboard range displacements $\rho$, we may derive an expression for the average displacement $u$ as a function of look angle $\theta$ in a geographical coordinate frame by considering the geometry of the swath:

$$
\begin{align*}
    u_{\text{acrosstrack}} &= \frac{1}{2\theta_{\text{max}}} \int_{-\theta_{\text{max}}}^{\theta_{\text{max}}} \rho(\theta) \sin \theta \, d\theta \\
    u_{\text{vertical}} &= \frac{1}{2\theta_{\text{max}}} \int_{-\theta_{\text{max}}}^{\theta_{\text{max}}} \rho(\theta) \cos \theta \, d\theta
\end{align*}
$$

The cross correlation analysis yields one range displacement estimate for each of the port and starboard sides of the swath, so $\rho(\theta)$ resembles a step function. Making this assumption, we may evaluate the above integrals as:

$$
\begin{align*}
    u_{\text{acrosstrack}} &= \frac{1 - \cos \theta_{\text{max}}}{2\theta_{\text{max}}} (\rho_{\text{starboard}} - \rho_{\text{port}}) \\
    u_{\text{vertical}} &= \frac{\sin \theta_{\text{max}}}{2\theta_{\text{max}}} (\rho_{\text{starboard}} + \rho_{\text{port}})
\end{align*}
$$

The maximum look angle of a 12 kHz multibeam sonar is 75°, but we only consider data with a look angle less than 65° due to the higher noise at higher look angles.
Assuming $\theta_{\text{max}} = 65$, the expressions for $u$ evaluate to:

$$u_{\text{acrosstrack}} \approx 0.25(\rho_{\text{starboard}} - \rho_{\text{port}})$$

$$u_{\text{vertical}} \approx 0.4(\rho_{\text{starboard}} + \rho_{\text{port}})$$

(4.3)

Figure 4.1: Sum (upper) and difference (lower) of two repeated sidescan sonar tracks collected during the RR1606 cruise. The port and starboard sidescan data are plotted separately.

### 4.3 Experiments

#### 4.3.1 RR1605 Cruise at the Ayu Trough

We performed a calibration survey during the RR1605 cruise in 2016 which consisted of five repeating multibeam surveys collected above the Ayu Trough approx-
imately 200 nautical miles southwest of Palau. The Ayu Trough is a slow spreading center denoting the southern plate boundary between the Philippine Sea Plate and the Caroline Sea Plate [Weissel and Anderson 1978]. The plate motion across this boundary is difficult to resolve; marine seismic studies estimate the spreading rate to be 3.5-9.1 mm/yr based upon sediment thicknesses and sedimentation rates [Fujiwara et al. 1995; Hong and Lee 2002]. The seafloor in this region is approximately 3500-4300 meters deep and has a topographic fabric oriented approximately North-South, reflecting the plate boundary between the Philippine and Caroline Sea Plates. The survey area contains both a rough and reflective topographic high as well as a smoother topographic low.

The RR1605 experiment consists of repeated surveys consisting of 4 tracks (Figures 4.2 and 4.3): Track 1 is 12 nautical miles long and oriented due East. Track 2 is 8 nautical miles long and oriented southwest with a bearing of 225°. Track 3 is 12 nautical miles long and oriented due North, forming a cross with Track 1. Track 4 is an 8 nm long diagonal track similar to Track 2, and connects the end of Track 3 with the start of Track 1 to form a closed loop. Tracks 1 & 3 were collected at a speed of 6 knots and have across-track separations varying from 0-300 meters across track. Track 2 was collected at a speed of 4 knots and Track 4 was collected at a speed of 8 knots. Neither diagonal track has a variable track separation between surveys.

Displacements measured between every valid combination of repeated surveys are plotted in Figure 4.4, colored according to ship track. Error bars are calculated according to the reduced $\chi^2$ values computed by the peak-fitting algorithm, and agree with the precision reported in DeSanto et al. [DeSanto, Sandwell, and Chadwell 2016]. The vertical displacement measured in all tracks varies within 2 meters, but the across-track displacement has a variance dependent on track. In the following analysis we shall use these measurements to estimate the influence of track orientation, track separation, and ship speed on displacement uncertainty.
A method by which we may assess the accuracy of displacement estimates is by forming closed loops of horizontal and vertical offsets from surveys in subsets of three or more. If no random noise is introduced into the measurements during the data processing, the displacement between any two surveys should be predictable using the sum of displacements obtained using an independent survey as a reference or repeat. We form closed loops using every possible combination of survey triplets for each of the four RR1605 tracks, excluding only the S3T1 survey, which was previously demonstrated to not yield reliable results due to having been collected with opposite heading to the other Track 1 surveys.

Closure test results are plotted in Figure 4.5 separated by track, with the displacement between two surveys plotted on the x-axis and the prediction from the other displacements in the loop plotted on the y-axis. In this configuration, points that plot closer to the line denoted by $y = x$ are considered more accurate. Table 4.1 displays the RMS of closure differences for the across-track and vertical displacement estimates associated with each track. The track with the most consistent measurements is Track 2.
Figure 4.3: Sidescan backscatter collected during the RR1605 cruise. Regional topography from before the cruise shown in greyscale. Regional context of the cruise shown in inset map.

Table 4.1: RMS values of mis-closures of loops of displacement measurements between repeated sidescan sonar surveys collected during the RR1695 cruise.

<table>
<thead>
<tr>
<th>Track</th>
<th>Ship Speed (knots)</th>
<th>RMS Across-track Mis-closure (m)</th>
<th>RMS Vertical Mis-closure (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.25</td>
<td>0.37</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0.33</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.67</td>
<td>0.65</td>
</tr>
</tbody>
</table>

while the tracks with the least consistent measurements are Tracks 1 & 4. Tracks 1 & 3 (blue and red, respectively) were collected at a speed of 6 knots and variable baseline, Track 2 (purple) was collected at a speed of 4 knots, and Track 4 (orange) was collected at a speed of 8 knots. Track 1 displacements show the largest range of mis-closure while Track 2 displacements show the smallest range. At first glance, this lends credence to the hypothesis that data collected at a slower ship speed is of higher fidelity in that the slowest track (Track 2) yielded the most consistent results, but there is also rough equivalence in the spread of mis-closure between the Track 3 data collected at 6 knots and the Track 4 data collected at 8 knots.
Figure 4.4: Displacement estimates between repeated sidescan sonar surveys collected during the RR1605 cruise. Colored points denote different tracks in the cruise: blue denotes Track 1, red Track 2, purple Track 3, and orange Track 4.

We analyze the horizontal and vertical displacements measured between RR1605 surveys as a function of track separation. Figure 4.6 shows no discernible dependence of displacement on track separation, implying that precise displacement measurements may be obtained even from tracks that are separated by as much as 300 meters. We interpret this as evidence that the repeated tracks have been successfully translated to a common reference track, eliminating range errors that would arise due to ship sway from the reference.

Another way to diagnose the quality of these displacement measurements is to plot them as a function of peak correlation, as shown in Figure 4.7. Of particular note are a set of displacement measurements with significantly lower correlation coefficient (approximately 0.13) than the other measurements. These measurements are all associated
Figure 4.5: Closure of across-track and vertical displacements between RR1605 tracks. Horizontal axis plots the sum of two displacement measurements while the vertical axis plots the displacement that closes the loop. The line $y = x$ denotes perfect closure.

with one survey of sidescan data, S3T1, a repeat with heading oriented 180° relative to the reference track as a test of the limits by which we may design a repeated sidescan survey. Data from this track were processed using the same methodology as the other surveys, with the only notable processing difference being the yaw compensation, which rotated the track 180° to align with the reference. The displacement estimates computed with track S3T1 range from 2-10 m in the across-track component and 8-22 m in the vertical component with 2σ uncertainties from 2-10 m, significantly poorer than other
displacement estimates from the RR1605 cruise. However, the lower correlation values imply little common signal preserved between these track pairs, indicating a failure during processing to properly rotate the signals into a common reference frame. This implies that there may be some critical heading difference in repeated tracks beyond which we may no longer measure a displacement between surveys. However, we do not have a sufficient variation in the survey orientations to identify this critical heading difference.

### 4.3.2 SR1704 Cruise at the Inner California Borderlands

In contrast to other experiments discussed in this study, the SR1704 cruise was conducted in a region of offshore seismic hazard, the inner California Borderland. The inner California Borderland is the region offshore California and south of Point Conception, characterized by high-relief seafloor topography bounded by primarily right-lateral strike-slip faults oriented NNW. This is a zone of transtension that formed after the subduction of the East Pacific Rise at 27 Ma [Atwater 1970] to accommodate motion between the Pacific and North American Plates. Significant regional consequences of the
Figure 4.7: Across-track (blue) and vertical (red) displacement estimates between repeated RR1605 sidescan surveys, plotted according to cross-correlation coefficient averaged between port and starboard data.

transtensional motion are the rotation of the Western Transverse Range by 90-110° at 16 Ma and the opening of the Gulf of California at 5 Ma. In the present day, approximately 8 mm/yr of right-lateral strike-slip motion between the Pacific and North American Plates is accommodated by faults in the inner California Borderland [Platt and Becker 2010]. Significant faults in this region are the Newport-Inglewood-Rose Canyon Fault, which accommodates 1-1.5 mm/yr of plate motion [Lindvall and Rockwell 1995], the Palos Verdes Fault, which accommodates 2.7-3.0 mm/yr of plate motion [McNeilan, Rockwell, and Resnick 1996], and the San Diego Trough Fault, which accommodates 1.5 mm/yr of plate motion [Ryan et al. 2012].

The SR1704 cruise consists of two pairs of surveys above a seamount southeast of Santa Catalina Island in the Southern California Borderlands (Figures 4.8 and 4.9). This seamount is bisected by the San Diego Trough Fault (SDTF), which creates a striking
surface feature that could shift by a measurable amount in the event of an earthquake along the SDTF. During this cruise our ability to collect quality multibeam data was hindered by large swells coming from the West; the surveys were oriented North-South and Northeast-Southwest to minimize noise from the sea state. All surveys were 15 km long and collected at a ship speed of 5 knots with a Kongsberg EM122 multibeam sonar. Ship navigation was collected with a Kongsberg Seapath 330+, but due to instrument failure early in the cruise the raw data from the first surveys was lost. Thus, we do not have a complete set of the raw navigation and a kinematic post-processed GPS solution is unavailable for these surveys.

The estimates of across-track and vertical displacement measured between the SR1704 surveys were many meters in magnitude and demonstrated similar uncertainties as the RR1605 measurements (Table 4.2). These measurements capture uncertainties due primarily to errors in navigation, as well as unmodeled sound velocity errors. Because of the lost navigation data in the early surveys we must rely on the real-time ship GPS solution for these data. As a result, navigation errors for this survey are on the meter scale rather than the centimeter scale (see Chapter 5 for a more in-depth discussion of

![Figure 4.8](image)

**Figure 4.8:** Topography collected during the SR1704 cruise (colored). Regional topography from before the cruise shown in greyscale. Regional context of the cruise shown in inset map.
4.3.3 Repeated Okeanos Explorer Transit Cruises

The final data set we considered was a pair of transit cruises by the Okeanos Explorer. The cruises EX1006 from 2010 and EX1505 from 2015 were transits from Hawaii to San Francisco that had three sections above the Pacific Plate interior that repeated with an average track separation of 30-200 m. These repeated sections were 60-150 km in length and were collected at a transit speed of 12 knots. The multibeam sonar used on the Okeanos Explorer cruises was a Kongsberg EM322. This instrument differs from the EM120 and EM122 sonars discussed in the previous sections in that the EM322 transmits acoustic pulses with frequency bands of 30 kHz instead of 12 kHz. Because of the navigation uncertainties of raw vs post-processed ship navigation).
Table 4.3: Displacements and $2\sigma$ uncertainties measured between repeated transits of the R/V Okeanos Explorer.

<table>
<thead>
<tr>
<th>Track</th>
<th>Correlation</th>
<th>Across-track (m)</th>
<th>Vertical (m)</th>
<th>$2\sigma$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>5.13</td>
<td>-3.02</td>
<td>4.20</td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
<td>25.82</td>
<td>-11.34</td>
<td>3.01</td>
</tr>
<tr>
<td>3</td>
<td>-0.00</td>
<td>-6.43</td>
<td>-0.30</td>
<td>0.76</td>
</tr>
</tbody>
</table>

of the higher transmit frequency, the EM322 has a finer slant range resolution with the important caveat that the 30 kHz pulses attenuate faster than the 12 kHz pulses, giving the EM322 sonar a smaller effective range than the EM122. As a result, in deeper waters the EM322 has a narrower swath with a maximum look angle of 10°-20° as opposed to the EM122, which has a maximum look angle of 65°-75°. This is unfortunate because the ground range resolution of sidescan data depends on the cosecant of look angle; the near vertical beams have very poor resolution.

The displacement measurements between these cruises are likely inaccurate because they display near-zero correlation (Table 4.3). Unfortunately, we do not have enough information to determine whether this result is primarily due to the small look angles, fast ship speed, poor navigation, sound velocity, or some combination thereof. In principle, the 30 kHz multibeam should produce data appropriate for displacement measurements, but probably only in waters shallower than 1000 m.

4.4 Effects of Layered Ocean Sound Velocity

Our analysis thus far has assumed a known speed of sound $C_d$ in the water column, from which the beam steering is calculated. In the real world, the sound speed varies as a function of temperature and salinity, both of which change with depth. We demonstrate this for the RR1605 sidescan data by considering the sound speed profiles collected from
a set of seven expendable bathythermographs (XBTs) collected over the course of the survey. The XBT consists of a disposable sensor deployed over the side of the vessel during a transit that measures temperature as it sinks through the upper 1000 m of the water column. These measurements are used as input alongside a model of conductivity with depth to calculate the sound speed profile using Del Grosso’s equations [Del Grosso 1974]. Figure 4.10 shows the XBT profiles collected during the RR1605 cruise as well as the RMS of the XBT profiles. We expect a shallow sound velocity profile derived from an XBT to be most accurate immediately after deployment and deteriorate with time. In this way, we expect the RMS values to provide an estimate of the upper bound of sound speed error as a function of depth, at least for the duration of the cruise.

![Sound Speed Profiles](image)

**Figure 4.10:** (Left) Sound speed profiles computed from XBTs deployed during the RR1605 cruise. (Right) RMS of sound speed profiles computed from XBTs deployed during the RR1605 cruise.

Our strategy for using these XBT data to estimate an upper bound for the displacement errors due to sound speed variations is detailed in Chapter 2, derived from de
Moustier [1988], but we shall briefly describe it here. In principle, the depth \( H \) of a point on the seafloor may be calculated as \( H(\theta) = \rho \cos \theta = \frac{C_d t}{\pi} \cos \theta \), where \( C_d \) is the average sound speed, \( t \) is the travel time and \( \rho \) is the slant range. This may be separated into perturbations in the surface sound speed and average sound speed profile. To demonstrate the former effect, consider the case in which the sound speed \( C_d \) is accurate except for some sound speed perturbation at the sea surface that may be measured during transit. In this case, the slant range is not affected but the apparent look angle will be bent according to Snell's Law:

\[
\frac{\sin \theta'}{C'} = \frac{\sin \theta_d}{C_d}
\]  

As a result, the apparent range profile is distorted to

\[
\rho'(\theta) = \frac{\rho(\theta)}{\cos \theta} \cos \left( \sin^{-1} \left[ \frac{C'}{C_d} \sin \theta \right] \right).
\]

We estimate the effect of this distortion in Figure 4.11, which shows the percent change in range as a function of look angle calculated assuming \( C' = C_{surface} + \text{RMS}_{surface} \) using values derived from Figure 4.10. The range difference increases for greater angles, causing greater errors for outer beams. However, this profile is symmetric about nadir, meaning that in the theoretical case of a flat seafloor, the across-track average of range measurements would be unaffected because the range errors would cancel out. In reality the seafloor is not completely flat; we may estimate the across-track uncertainty by multiplying the topographic relief across the swath by the percent change in range at relevant look angles. The maximum topographic relief in the RR1605 survey is approximately 600 m; at a look angle of 50° this corresponds to approximately 0.3 m of across-track uncertainty.

The other source of uncertainty is from errors in sound speed along the ray path.
Figure 4.11: Expected uncertainty in range for the RR1605 cruise due to variations in the surface sound speed, expressed as a percent of range.

from the ship to the reflector on the seafloor. Assuming sound speed depends only on depth, the strategy to address this is to consider the effect on the average speed of sound by integrating sound speed across the vertical water column, computed using the harmonic mean:

\[ C_h = \left[ \frac{1}{H_0} \int_0^{H_0} d_z \frac{1}{C(z)} \right]^{-1}. \]  

This will shift the range profile by a constant value since range is linear with sound speed. As a result, errors in \( C_h \) will cause uncertainty in the vertical displacement measurement. In the RR1605 cruise, we may consider the RMS of sound speed derived from XBT profiles (Figure 4.10) as an upper bound of the sound speed error for the duration of the cruise. Unsurprisingly, we observe the largest variance in sound speed in the region of the thermocline between 100 m and 300 m depth, due to the propagation of density waves. However, the regions shallower and deeper are far better constrained.

We estimate the variation in \( C_h \) for the duration of the cruise by computing the harmonic mean of the RMS profile. However, since the actual water depth is
approximately 3000 m instead of the 800 m shown in Figure 4.10, we must make an assumption about the sound speed variation at depth. In this case, we assume the sound velocity conforms to models of mean annual sound velocity described by Levitus [1982] and Dushaw et al. [1993]. Thus, we expect the RMS variation observed beneath the thermocline to hold constant throughout the rest of the profile. Since the region of high RMS due the thermocline is a small portion of the water column, the harmonic mean of the RMS profile is close to 0.4 m/s, being governed primarily by the stable, deep waters. If we multiply this value by the approximate two-way travel time of sound through the water column, 4 seconds, we arrive at an estimate of 1.6 m as the maximum RMS uncertainty in the vertical displacement measurements made during this cruise.

4.5 Discussion & Conclusions

We demonstrate displacement measurements between repeated sidescan sonar tracks collected above the Ayu Trough during the RR1605 cruise with RMS uncertainties of 0.25-0.67 m across track and 0.37-0.75 m in vertical derived from closure tests. This is sufficient to measure the displacement due to large earthquakes with \( M_\omega > 8.0 \). The uncertainty of these measurements has little correlation with across-track separation, demonstrating that we have successfully rotated the reference and repeat tracks into a consistent reference frame of range and azimuth. There is a weak dependence on the ship speed for speeds <8 knots, reflecting denser sampling on the seafloor in the azimuth direction.

For this study we employed a simple processing strategy that fits a Gaussian peak to the correlation coefficient using a least-squares inversion. This method produces fit uncertainties on the order of 0.5 m, but the closure of Track 1 displacements imply an uncertainty closer to 0.65 m. Previous studies of digital image correlation methods
have argued that more robust measurements may be obtained using a spline-fitting or Newton-Rhapson algorithm [Pan et al. 2009]. In addition, our correlation algorithm implicitly assumes that the seafloor is moving as a block unit the size of ensonified area on either the port or starboard of the vessel. Thus, localized deformation occurring in small subsections of the swath may cause the algorithm to arrive at a false solution.

We measured displacements with magnitudes of up to 2 m over a 40 hour time scale during which we expect no seafloor deformation. Thus, these measurements are probably a reflection of uncertainties introduced due to contributions from the ship navigation and sound speed profile. The contribution due to ship navigation is discussed in detail in Chapter 5 [DeSanto, Chadwell, and Sandwell 2018], and contributes 6 cm of uncertainty to the across-track measurements and 14 cm to the vertical measurements. The uncertainty contribution from the sound speed profile may be broken into three components: the contribution to the vertical uncertainty resulting from deviations of the average sound speed, the contribution to the across-track uncertainty from deviations in the surface sound speed, and horizontal variations in sound speed not measured by the XBT. Surprisingly, variation in the thermocline seems to have a limited effect on the average sound speed due to being restrained to a limited section of the water column. However, even with the current accuracy of the sound velocity in more stable portions of the water column, we still estimate a 1.6 m upper bound of uncertainty in the vertical component. This estimate depends on the two-way travel time of sound at nadir and may increase or decrease with depth accordingly. This estimate is derived from XBT measurements made in the upper water column; for deeper sound speeds we rely on the Levitus model [Levitus 1982; Dushaw et al. 1993]. However, we are confident this is a reasonable assumption since we expect the sound speed to be more stable beneath the thermocline.

Variation in the surface sound speed is used to derive an estimate of across-track
uncertainty of 0.3 m. This estimate depends on the topographic relief across the swath and will be minimized as the bathymetry approaches the flat seafloor assumption. However, it also is specific to the region in which the RR1605 survey was conducted. Since the Ayu Trough is in an equatorial region, we expect the temperature of the sea surface to be stable as a result of the tropical climate. In regions with a greater seasonal temperature variation, we expect this error to increase accordingly.

We also estimated seafloor displacements between repeated sidescan surveys collected during the SR1704 cruise above the San Diego Trough Fault and R/V Okeanos Explorer transits in the central Pacific, but these measurements display greater uncertainties for many reasons. The SR1704 cruise was hindered by a rougher sea state and the loss of a dual-frequency navigation feed partway through the survey, resulting in the loss of early raw data and subsequently much higher navigation uncertainties. Repeat Okeanos Explorer data had very low correlation and thus failed to produce an accurate displacement estimate. This could have been in part to the faster transit speeds decreasing the sounding density, but is likely also the result of the multibeam sonar employed. The R/V Okeanos Explorer employs a 30 kHz Kongsberg EM322 rather than a 12 kHz EM122. The higher frequency sonar has a finer resolution but is also limited to shallower ocean depths due to greater attenuation. In deep waters the 30 kHz multibeam can still collect bathymetry data but is limited to a narrower swath, which negatively impacts the ground range resolution of sidescan, which approaches a theoretical singularity at nadir. At present we do not have enough information to discern which of these effects was the dominant source of uncertainty in the 30 kHz data, but we expect this instrument to produce data of sufficient, if not superior, quality at depths shallower than 1500 m.
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Chapter 5

Kinematic Post-processing of Ship Navigation Data Using Precise Point Positioning

5.1 Introduction

Measuring small absolute displacements of the seafloor (<10 m) in the deep ocean is challenging since doing so requires a combination of acoustic measurements with measurements of a moving platform [Bürgmann and Chadwell 2014]. Advancements have allowed seafloor geodetic surveys to be performed with increasing frequency in recent years [Tadokoro et al. 2012; Yokota et al. 2015; Yokota et al. 2016; Yasuda et al. 2017]. However, geodetic methods such as GPS-Acoustic [Spiess et al. 1998; Fujita et al. 2006] rely on positioning points on the seafloor relative to a research platform and thus could be limited by the quality of GPS navigation used to constrain the platform location.

Most seafloor geodetic studies obtain a real-time kinematic solution of shipboard GPS stations, utilizing land stations as reference. However, in remote regions this may
not be feasible or require creative workarounds, such as the temporary deployment of land stations [Gagnon, Chadwell, and Norabuena 2005]. An alternative is to post-process navigation collected at sea using precise point positioning (PPP). PPP relies on clock and orbit solutions obtained from pre-existing networks to individually process remote stations [Zumberge et al. 1997]. Since PPP does not require proximity to a land reference station to obtain a solution, it is well suited to marine surveys that may be hundreds of kilometers offshore.

Shipboard campaign GPS have been repeatedly shown to have vertical accuracy sufficient to distinguish changes in position from atmospheric signals due to precipitable water vapor, either after processing with respect to nearby land stations [Chadwell and Bock 2001; Kealy, Foster, and Businger 2012] or PPP [Rocken et al. 2005]. These studies show RMS errors on order 10 cm in the vertical GPS component. Likewise, Foster [2014] estimated a horizontal precision of shipboard GPS on order 7 cm derived from baseline measurements between GPS stations. Most recently, Watanabe et al. [2017] estimated horizontal PPP errors to be on the order of 2 cm at sea.

However, these studies do not consider GPS data collected by the standard dual-frequency GPS systems deployed on University-National Oceanographic Laboratory System (UNOLS) vessels. Multiple UNOLS vessels such as the R/V Roger Revelle and the R/V Sally Ride now employ a Kongsberg Seapath330+ for dual frequency ship navigation. These data should yield ship locations of comparable quality to campaign GPS stations.

The focus of this study was to evaluate the absolute accuracy that a ship can be positioned in a remote ocean location using a standard dual-frequency receiver and standard PPP processing. In doing so, we estimated the uncertainties introduced by a number of noise sources, including difficulties in locking onto low elevation satellites due to the roll and pitch of the vessel, and multi-path reflections from large surfaces
on the ship. We also verified any dependence on processing strategy or software. This was accomplished by using three PPP software packages to evaluate GPS data from two experiments: a known fixed position to establish a baseline accuracy of the PPP softwares and a remote moving platform to explore the uncertainties introduced by the noise sources previously declared. The PPP software packages are the Kalman Filter solver in PANDA [Shi et al. 2008] processed using the methodology described by Geng et al. [Geng et al. 2013], GIPSY-OASIS [Zumberge et al. 1997; Bertiger et al. 2010], and the Canadian Spatial Reference System (Natural Resources Canada [2016]).

5.2 Aleutian Island Station AB21

The first experiment was designed to evaluate the absolute accuracy of the three PPP software packages using continuously recorded GPS data from a fixed remote island location. The station we chose was station AB21 on the Aleutian Islands. This station is appropriate to compare to ship navigation because it is not used to generate International GNSS Service (IGS) clocks and orbits, is in a very remote location 1675 km from the nearest IGS network station, has a long (>10 years) time series of daily solutions, and periods of high-rate data collection at a 1 second interval that is comparable to the data collected by ship navigation. We processed data collected from 16 June 2014 to 18 June 2014, a subsection of the most recent month during which high-rate data was collected at this station and during a period in which there were no significant earthquakes or aftershocks in the region. The position accuracies during this time derived from the Scripps Orbit and Permanent Array Center (SOPAC) are 0.3 cm in the horizontal components and 0.8 cm in the vertical component.

We generate kinematic PPP solutions for land station AB21 high-rate data using the PANDA, GIPSY, and CSRS software. Solution accuracy is judged against the SOPAC
daily solution (Figure 5.1, Table 5.1). We find the three kinematic solutions agree with the SOPAC daily solution with $2\sigma$ standard deviations of 1.1-1.3 cm in the East and North components and 2.3-3.5 cm in the vertical component.

![Figure 5.1: Kinematic solutions for station AB21, plotted as differences relative to the SOPAC daily solution. Red time series is the PANDA solution, blue time series is the CSRS solution, gold time series is the GIPSY solution. Dashed lines show $2\sigma$ uncertainties for the SOPAC daily solution.](image)

### 5.3 RR1605 Station Analysis

We assessed the accuracy of PPP positions at sea using data collected on board the R/V Roger Revelle during the RR1605 cruise in May, 2016. The cruise objective was to determine how accurately a patch of seafloor could be positioned using repeated sonar data [DeSanto, Sandwell, and Chadwell 2016], and contains multiple repeated tracks.
Table 5.1: Locations of station AB21 obtained by averaging kinematic time series. SOPAC daily solution is the reference point. $2\sigma$ standard deviations are reported as errors.

<table>
<thead>
<tr>
<th>Software</th>
<th>North (cm)</th>
<th>East (cm)</th>
<th>Vertical (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSRS</td>
<td>$-0.1 \pm 1.1$</td>
<td>$-0.8 \pm 1.3$</td>
<td>$1.9 \pm 2.3$</td>
</tr>
<tr>
<td>PANDA</td>
<td>$0.4 \pm 1.3$</td>
<td>$0.3 \pm 1.3$</td>
<td>$0.4 \pm 3.5$</td>
</tr>
<tr>
<td>GIPSY</td>
<td>$0.2 \pm 1.2$</td>
<td>$0.2 \pm 1.2$</td>
<td>$3.2 \pm 3.5$</td>
</tr>
</tbody>
</table>

arranged in a 12 nautical mile by 12 nautical mile cross pattern. The survey area was a patch of seafloor above the Ayu Trough approximately 330 km southwest of the island nation of Palau, 870 km East of the Philippines, and 550 km north of Papua New Guinea (Figure 5.2). We chose this region because the Ayu Trough is a very slow spreading center between the Caroline Sea Plate and the Philippine Plate, convenient for the sidescan calibration survey described in Chapter 4. Current estimates of the half-spreading rate along the Ayu Trough are 3.5-9.1 mm/yr [Fujiwara et al. 1995; Hong and Lee 2002]. Our analysis will primarily focus on the entire 40 hour survey, but individual tracks are straight segments ranging in duration from 1-2 hours. Thus, we shall also explore the expected navigation accuracy on the shorter time scale of a single track.

GPS data were collected at 2 stations during this cruise: the Seapath330+ navigation system employed on the vessel (henceforth referred to as station RRNV) and a campaign-style Trimble NetR9 receiver (henceforth referred to as station RR01). The antenna for these stations were both installed in elevated positions on board the vessel; ship navigation RRNV was (and remains) located on the aft mast and campaign GPS RR01 was installed on the deck above the bridge. We process data collected from 13 May 2016 to 15 May 2016 using the PANDA, CSRS, and GIPSY software as before. The closest IGS stations were in Manila, Philippines at a distance of 1700 km from the survey area and Guam at a distance of 1600 km, so a real-time kinematic solution and differential GPS solutions are unavailable; we must make inferences by comparing the
kinematic PPP solutions obtained from different software.

Figure 5.2: Map of the RR1605 cruise. Track lines denoted in red and collected bathymetry denoted by colored relief. Greyscale bathymetry taken from the SRTM15 model derived from satellite altimetry [Smith and Sandwell 1997]. Inset diagram shows regional context of the cruise.

The first comparison we considered was of the RRNV solutions shown in Figure 5.3, taking the GIPSY-OASIS solution as a baseline (reported uncertainties have been divided by a factor of $\sqrt{2}$ to account for the difference). The kinematic solutions agreed with $2\sigma$ standard deviations of 2.4-2.8 cm in the North component, 5.7-5.9 cm in the East component and 11.4-12.4 cm in the vertical component (Table 5.2). Assuming that the inherent uncertainties of the PPP solutions are the values inferred from the land station AB21 case in Table 5.1, the marine GPS solutions introduced 2.0-2.6 cm of noise in the North component, 5.6-5.8 cm of noise in the East component, and 11-11.9 cm of noise in the vertical component compared to the land station. This likely resulted from inherent differences between terrestrial and marine environments. The constant swell of the ocean meant that satellites near the horizon continually swayed in and out of visibility. Consequently, quality control of the raw data confirmed an increase of ionospheric slips particularly when satellites came into view.
We also inferred the uncertainty in the GPS time series for time scales on the order of a single ship track. Each straight survey required 1-2 hours depending on ship speed. Upon inspection of Figure 5.3, we confirmed that despite being more precise over these shorter time scales, the mean difference between PPP solutions varied within the standard deviations reported for the whole survey in Table 5.2. During the shorter time interval, the GPS satellites completed only a fraction of their orbit, which may explain these systematic deviations from the long-term mean.

Figure 5.3: RRNV solutions, taking the GIPSY-OASIS solution as a reference. Red is the PANDA solution. Blue is the CSRS solution.

The comparison between kinematic solutions for station RR01 (Figure 5.4, Table 5.2) was significantly worse. The GIPSY-OASIS and PANDA solutions for the campaign GPS agreed with uncertainties at least twice as large as the ship navigation case, implying an additional source of noise adding 4.4 cm to the North component, 7.3 cm to the East component, and 5.0 cm to the vertical component of the previous estimates. The CSRS
solution was an even greater outlier. This lack of repeatability implies a shortcoming of the station since the ship navigation solutions obtained were more stable despite being collected on the same moving platform at the same time and processed with the same software. A probable cause for the poorer accuracy of campaign GPS RR01 solutions was the location of the antenna. Although situated at a higher elevation, the campaign GPS was also directly in the shadow of the ship’s radar equipment and therefore susceptible to lesser sky visibility and greater multipath effects. Quality control of the raw data verified the campaign GPS had many more multipath slips than the ship navigation. The multipath RMS values varied from 1.06-2.05 m for the campaign GPS as opposed to 0.27-0.43 m for the ship navigation. These campaign GPS solutions thus provide a clear example of the variance that may be introduced as a result of antenna placement on the vessel.

5.4 Comparison to Real-time Ship Navigation

We evaluated the utility of the standard scientific instrumentation deployed on UNOLS vessels by comparing post-processed PPP and real-time ship navigation solutions. Since both the PPP and real-time solutions were derived from the Seapath330+ instrument, significant deviations from a common solution result from error of the real-time solution, assuming the accuracy of RRNV solutions were the same as for the land station AB21
Although conceptually simple, there are two complications introduced by this calculation. The first complication is that an offset was introduced to the real-time solution during the processing step so that it tracks the motion reference unit of the vessel rather than the antenna. This offset is known from independent surveys of the instrumentation on board the Roger Revelle, and reported as “Truth” in Table 5.3. The second complication is that the horizontal components of the difference between post-processed and real-time solutions were not independent due to the continuously changing heading of the vessel during the survey. We avoided this issue by considering the magnitude of horizontal displacement between solutions rather than individual components. The vertical component was considered separately because it is independent of heading and (as previously demonstrated) has worse accuracy compared to the horizontal components.
Figure 5.5 and Table 5.3 show histograms of the distances between the PANDA and real-time solutions of the ship navigation, corresponding to the vertical and horizontal components. Accounting for the width of the histograms, the solutions were $20.296 \pm 1.423$ m apart in the horizontal components and $11.061 \pm 3.630$ m apart in the vertical component. Comparing this measurement to the expected distances, we found the horizontal and vertical distances to be within error. Assuming RRNV solutions with accuracy comparable to the AB21 solutions and pitch and roll errors on the order of 60 cm (obtained for the known instrument geometry by estimating variations of $\pm 3^\circ$), this implies the horizontal ship navigation components may be accurate to 0.8 m and the vertical component may be accurate to 2.8 m. This analysis was repeated using other PPP solutions for ship navigation RRNV, yielding similar results for the other processing techniques. In light of our expected noise levels for the PPP solutions, nearly all of this uncertainty must be indicative of the noise level in the real-time ship navigation solution. It is important to note that the real-time solution is not a Real Time Kinematic (RTK) solution because these data were collected too far from a stable land station. We expect the real-time ship navigation solution to be more accurate closer to shore when an RTK solution is available.

![Histograms of the horizontal (red) and vertical (pink) components of distance between the PPP solution (computed using PANDA) and real-time ship navigation solutions. Bold dashed lines indicate the true distances between the Seapath 330+ antenna and the motion reference unit.](image)

Figure 5.5: Histograms of the horizontal (red) and vertical (pink) components of distance between the PPP solution (computed using PANDA) and real-time ship navigation solutions. Bold dashed lines indicate the true distances between the Seapath 330+ antenna and the motion reference unit.
Table 5.3: Horizontal and vertical components of distance between RRNV real-time and PPP solutions. The known value between the antenna and motion reference unit is reported as Truth. $2\sigma$ standard deviations are reported as errors.

<table>
<thead>
<tr>
<th>RRNV Solution</th>
<th>Horizontal Distance (m)</th>
<th>Vertical Distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truth</td>
<td>20.141</td>
<td>11.427</td>
</tr>
<tr>
<td>PANDA</td>
<td>20.296 ± 1.423</td>
<td>11.061 ± 3.630</td>
</tr>
<tr>
<td>CSRS</td>
<td>20.286 ± 1.397</td>
<td>11.107 ± 3.603</td>
</tr>
<tr>
<td>GIPSY</td>
<td>20.288 ± 1.405</td>
<td>11.076 ± 3.598</td>
</tr>
</tbody>
</table>

5.5 Conclusions

We have performed PPP post-processing on the following 3 stations: continuous land-based station AB21, ship navigation RRNV, and campaign GPS station RR01 deployed on a research vessel at sea. We generated solutions using CSRS, PANDA, and GIPSY-OASIS software, all of which agreed with the SOPAC daily solution for station AB21 with uncertainties of 1.1-1.3 cm in the horizontal components and 2.3-3.5 cm in the vertical component, verifying that PPP is an accurate method for land-based stations even in remote areas far from the network used to determine clocks and orbits.

The PPP solutions also agreed for ship navigation RRNV, although frequent ionospheric slips of low elevation satellites due to the rocking of the research vessel with the ocean swell introduced 2.0-5.8 cm of horizontal uncertainty and 11.0-11.9 cm of vertical uncertainty to the solutions. The solutions were somewhat larger over the shorter time increments that will be used for the repeated sonar surveys. We may not draw a quantitative conclusion about the absolute accuracy of these solutions since we do not have the equivalent of a SOPAC daily solution at sea for a moving platform, but the high degree of repeatability demonstrated implies that PPP-processed ship navigation may be accurate enough for GPS-Acoustic surveys as long as enough data is collected to cover multiple orbital cycles of the constellation. Shorter collection periods yielded less stable results, but the sub-meter accuracies obtained are still sufficient for repeated sidescan
sonar surveys.

The solutions were poorer for station RR01, which had at least an additional 4.4 cm of uncertainty in the North component, 7.3 cm of uncertainty in the East component, and 5.0 cm of uncertainty in the vertical component. The CSRS solution was particularly unstable for this station, having additional uncertainties at least twice as large. We attribute this apparent degradation in quality compared to the ship navigation RRNV solutions to differences in receiver location. The campaign GPS being installed above the bridge (and subsequently below the ship’s radar equipment) likely led to it having poorer sky visibility and greater multipath susceptibility compared to the ship navigation, which is installed on the aft mast.

We used the RRNV solutions to evaluate the accuracy of the real-time ship navigation feed by comparing the measured distance between the PPP and real-time solutions to the known distance between the ship antenna and the motion reference unit. We found the horizontal component to be accurate to within 1.4 m and the vertical component to within 3.6 m of known values. Factoring the expected noise introduced by the roll and pitch of the vessel, we expect the uncertainties of the real-time ship navigation solution to be 0.8 m in the horizontal components and 2.8 m in the vertical component. These estimates may overestimate the measurement error given our lax treatment of ship orientation. Nevertheless, the difference between standard and post-processed ship navigation still implies an improvement of many decimeters in the horizontal components and a few meters in the vertical component in computing the platform location.

PPP is a viable method for calculating ship position that may be used to provide kinematic solutions repeatable on scales of a few centimeters, even in very remote locations where differential GPS may not be feasible. Despite being a post-processing technique, it may be used to obtain near real-time solutions with a delay of a few hours using the IGS “ultra” solutions for satellite clocks and orbits. The station geometry is
critical for this method, which requires good visibility and little multipath. An additional point of interest is that these results may not be fully indicative of the accuracy obtainable by the ship navigation. The ship navigation logged data from Galileo and Beidou satellites throughout the survey that were not utilized during this study because these networks have not yet been integrated into the PPP software considered. Thus, we expect these results to improve in the future as PPP solutions using these satellites become more common.
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Chapter 6

Conclusions & Future Work

6.1 Chapter Summaries

The goal of this thesis was to describe and test an improved method for measuring seafloor displacements with multibeam sonar, utilizing the sidescan backscatter amplitude data collected simultaneously with multibeam bathymetry rather than the bathymetry itself. The specific conclusions of each chapter are presented as follows:

Chapter 2 was a brief overview of the multibeam sonar that discussed the design of the instrument as well as the physics that govern the resolution of bathymetry and sidescan. I presented the derivations of bathymetry and sidescan resolution, demonstrating that sidescan has superior range resolution compared with the across-track bathymetry resolution. I also discussed important concepts such as beam steering, which inform the types of data processing that must be performed in order to rotate data from separate cruises into a consistent reference frame. This chapter also included a brief discussion of how uncertainties in the sound velocity profile of the ocean affect the multibeam and sidescan measurements. The two sources of sound velocity error are errors in the surface sound velocity and along the acoustic ray path. Quantifying these errors requires
independent measurements of the sound velocity profile such as from an XBT. This also neglects other potential sound speed errors such as horizontal variations in the upper water column.

Chapter 3 presented the data processing method employed to measure displacement using repeated sidescan sonar surveys. The method entails performing digital image correlation on repeated sidescan sonar surveys and solving for the track displacement that yields the maximum correlation. This processing was tested using legacy data available from previous cruises conducted offshore Cascadia and offshore Southern California. These surveys were suitable for calibrating the data processing because they should realistically have had no measurable displacement as a result of being collected over a time span of a few days. Because these surveys only had single pairs of repeat tracks, I probed the precision of the measurements by introducing a synthetic displacement into one of the repeat tracks but not the other; we verified the efficacy of our technique by measuring this synthetic displacement. I demonstrated that meter-level precision is obtainable in the range dimension but not the along-track dimension.

Chapter 4 was a presentation of data collected during the 2016 RR1605 research cruise, specifically designed as a calibration survey for assessing the displacement accuracy obtainable using the method proposed in Chapter 3. This was done by measuring the displacement between four sets of five repeating sidescan sonar surveys collected within a 40-hour period. These repeated surveys were collected with varying ship speed and track separation, allowing me to infer the optimal survey design for collecting sidescan sonar data for geodetic application. I measured displacements with magnitudes of up to 2 m over a 40 hour time scale during which we expect no seafloor deformation. Thus, these measurements are probably a reflection of uncertainties introduced due to contributions from the ship navigation and sound speed profile. I estimated the sound speed errors to have an across-track RMS uncertainty of 0.3 m and a 1.6 m upper
bound of RMS uncertainty in the vertical component. I observed a weak dependence of
displacement uncertainty on ship speed, with optimal results collected at speeds of 4-6
knots, and no dependence on track separation. I also estimated seafloor displacements
between repeated sidescan surveys collected during the SR1704 cruise above the San
Diego Trough Fault and *R/V Okeanos Explorer* transits in the central Pacific, but these
measurements displayed greater uncertainties.

Chapter 5 analyzed the ship navigation data collected during the RR1605 cruise,
which are critical to properly locating points on the seafloor. I employed Precise Point
Positioning (PPP) to obtain a post-processed kinematic GPS solution of the ship naviga-
tion since seafloor geodetic surveys are not always close enough to a land GPS station
to obtain a differential GPS solution. I assessed the accuracy of the PPP method by
calculating the location of a continuous land station (AB21) on the Aleutian islands using
three independent processing methods: GIPSY-OASIS, PANDA, and CSRS. We then
compared the PPP solutions of the RR1605 cruise to assess the noise added by the moving
platform. This was done for both the ship navigation and a campaign-style GPS receiver
deployed on the deck during the cruise. I compared these solutions to the real-time ship
navigation solution to quantify the improvement in location accuracy obtained by the
kinematic post-processing. Overall, the kinematic post-processing improved the ship
navigation uncertainty from 0.8 m in the horizontal components and 2.8 m in the vertical
component to 7 cm in the horizontal components and 15 cm in the vertical components.

### 6.2 Future Work

We have demonstrated that repeated sidescan sonar surveys may be used to
measure seafloor displacement with uncertainties on the scale of a few meters, which is
sufficient to measure displacement due to offshore earthquakes of $M_{wo} > 8.0$. Sufficient
data may be collected by surveying a region of interest with a straight track line of 2-3 hours of duration, assuming a ship speed of 4-6 knots. The ideal cruise design would probably be to collect sidescan data alongside a seismic survey, as seismic surveys also require straight tracks collected at a slow speed. However, these types of sidescan surveys may be reasonably integrated into most geophysical cruises; as long as the ship is in an area of interest only a few extra hours during transit are required to create a reference sidescan survey. Regions where these types of reference surveys would be particularly useful are offshore subduction zones including but not limited to the Cascadia, Alaska, Japan, Central and South America, and Hikurangi subduction zones.

Currently, the most critical infrastructure holding back these types of sidescan surveys is the lack of raw ship navigation. To clarify, US research vessels currently only automatically log a real-time solution of the ship navigation insufficient for geodetic purposes. It is possible to access the raw navigation data collected during a cruise as was done during the RR1605 cruise presented in Chapters 4 & 5, but these data are not automatically logged, meaning that most cruises will not have ideal ship navigation data unless the chief scientist specifically asks for it. We have contacted the Ship board Technical Services about setting up a system where raw navigation may be automatically logged in the Rolling Deck to Repository database, which would significantly lower the barrier to performing geodetic studies with legacy multibeam sidescan data.

A difficult issue for seafloor geodesy in general is the treatment of errors in the sound velocity profile. We were able to estimate the error contribution from some sound velocity uncertainties during the RR1605 cruise, but this was due to collecting XBT data at more frequent intervals than is normal for a research cruise. This quantity of sound velocity profiles may not always be available. However, there is a thermosalinograph in the bow thruster that collects a measurement of the sound velocity at the sea surface at 15 second intervals. Currently, these data are only used for diagnostic purposes to
estimate the validity of the current sound velocity used in multibeam data collection, but they could potentially be integrated into a partial sound speed correction for across-track displacement measurements, given the importance of the surface sound speed for estimating the look angle of a ray path.